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ABNORMAL BLESSINGS

I started this book, without knowing I was starting a book, in August of
1979. Since then I have lived with it at three institutions, under three
research grants, and have worked with a variety of secretaries, research
assistants, colleagues and some technical critics. In this acknowledg-
ments section I wish not only to list a few of the numerous people who
helped me, some of whom will be unknown and perhaps a matter of
indifference to most readers, but also to give some sense of the extraordi-
nary good fortune and flow of resources that can take place in academic
life. Most readers have only a dim sense of how a book comes to be
written. In a book on normal accidents, I think it is appropriate to ac-
knowledge my abnormal blessings. Just as complex systems threaten to
bring us down, as I will argue in this book, so do complex systems bring
us unimagined and probably undeserved bounty. Here is an accounting
of my bounty.

When Professor Cora Marrett was appointed to the President’s Com-
mission on the Accident at Three Mile Island, she met with David Sills
of the Social Science Research Council, of which she was a board mem-
ber, to discuss plans for some social science input into what threatened
to be an entirely engineering-oriented investigation. They asked a num-
ber of people to write ten page reports for the Commission. I turned
down my assignment, that of “reliability in industry,” but offered to do
an organizational analysis if I could think of one. They gave me tran-
scripts of the hearings of May, June, and July, 1979 and a three-week
deadline. Since I was in the mountains I asked graduate students, nota-
bly Lee Clarke and Mitchel Abalofia to send me books and articles on
accidents in nuclear power plants and in other locations. With their ex-
cellent critiques I produced a forty-page paper on time, and in it were the
essential ideas for this book. If only books came as fast as ideas!
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NORMAL ACCIDENTS

Producing the book took another three and a half years with delays
and cost overruns to match those of the nuclear industry itself. First the
University Grants Committee of the State University of New York pro-
vided a few dollars to hire some students to do library work, and then the
Sociology Program of the National Science Foundation funded an ambi-
tious grant proposal to investigate accidents in high-risk systems. In ad-
dition to funds to hire graduate research assistants and Mary Luyster (the
first of a string of remarkable secretaries), it gave me some time free from
teaching duties and helped make it possible to accept an invitation to
spend a year at a “think tank—the Center for Advanced Study in the
Behavioral Sciences, at Stanford, California. You and I would not be
meeting this way, Dear Reader, were it not for these two beneficent
institutions, The National Science Foundation and the Behavioral Sci-
ence Center. ,

The grant allowed me to put together a toxic and corrosive group of
graduate research assistants who argued with me and each other for a
year at my university in Stony Brook, before I went to California. Abalo-
fia and Clarke were joined by Leo Tasca, Kevin McHale, and others in
intense research and discussions which made us the gloomiest group on
campus, known for our gallows humor. At our Monday meetings one of
us would say, “It was a great weekend for the project,” and rattle off the
latest disasters. Even quiet Mary Luyster was occasionally seen to be
reading disaster books during her lunch hour.

At the Center for Advanced Study in the Behavioral Sciences, I was
very fortunate in recruiting a graduate student in political science, Jeff
Stewart, who did the major work on the weapons and space programs,
and brought his own expertise as a former producer for public television
to the project. Meanwhile, Mitch Abalofia had single handedly produced
an excellent draft of the DNA material and gained command of that field
in an incredibly short time. Lee Clarke was off studying a disaster that is
not covered in this book, the dioxin contamination of the Binghamton
Office Building. Leo Tasca went frorn marine accidents to a study of the
political economy of the shipping industry. All of our lives were changed
by Three Mile Island. At the time of the accident I was researching the
emergence of organizations in the nineteenth century. I still hope to re-
turn to that comparatively sane world.

While still at Stony Brook my initial paper caught the attention of a
member of the National Academy cf Sciences, and I was asked to serve
on their newly formed Committee on Human Factors Research. This
fortuitous appointment gave me access to people and documents that I
never knew existed. Richard Pew, the Chairman, and Tom Sheridan led
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me to the work of Jens Rassmussen in Denmark and to other engineering
literature. Baruch Fischhoff put me in touch with Dr. John Gardenier of
the Coast Guard, whose original papers and critical commentary proved
valuable. The original Social Science Research Council Panel had al-
ready put me in touch with Paul Slovic and Fischhoff, and despite my
extremely negative and off-the-cuff criticisms of their paper for that pan-
el, they sent me and have continued to supply me with invaluable mate-
rial and a crash course in cognitive psychology. It is an example of the
non-defensive “invisible college” at its best. I left the Committee on
Human Factors Research because of policy differences, but Pew, Fisch-
hoff, Sheridan, and others introduced me to unknown worlds. A paper
that I did for that committee came to the attention of the sponsors of the
committee, the Office of Naval Research, and helped me get a summer
grant.

That grant brought me into contact with some unusual research in the
Naval Personnel Research Station in San Diego, an exemplary “human
factors” program used on the Boeing 767, and into contact with Rex
Hardy and his colleagues at the Ames Research Center of the National
Aeronautics and Space Administration. Hardy provided invaluable data,
great encouragement, and put me in touch with Harry Orlady and his
staff who commented generously and Jerry Lederer of the Flight Safety
Foundation who set me straight on a vast number of points but could
not convince me on others.

The center in California allows you to stay for only one year, and 1
have never regretted a leave taking as much as that one. The intellectual,
library and secretarial resources were unparalleled at that institution.
Director Gardner Lindzey put scholarship first and red tape last. Ron
Rice carefully critiqued some drafts. John Ferejohn introduced me to
personal computers and wrote a simple word processing program for my
IBM PC until, fortuitously, a remarkable gentleman in Santa Barbara
named Camilo Wilson wrote his excellent, user-friendly ““Volkswriter”
program. The computer and that program brought this book out at least
six months earlier than I had expected.

Leaving Palo Alto behind, I proceeded to cannibalize Yale in a desper-
ate effort to finish that book. Three students were willing victims; Becky
Friedkin, John Mohr, and Gary Ransom. Friedkin in particular had an
extraordinary eye for inconsistencies, sloppiness, conceptual confusion,
and generally had ways to solve these problems. Mohr brought the DNA
material up-to-date and he and Ransom provided additional critiques.
Beverly Apothaker and Mary Fasano completed an extraordinary run of
resourceful and good humored secretaries. Finally, Yale’s Institute for
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Social and Policy Studies, the Behavioral Science Center, and Stony
Brook, had the faculty seminar audiences that could critique my work.
Outside of these institutions, however, were people like Dale Briden-
baugh, John Meyer, Marshall Meyer, John Scholz, and Todd LaPorte
who read parts of the manuscript and gave willing and helpful criticisms.
Then there are numerous technical people, chemists, geologists, biolo-
gists, and engineers that I have discussed the work with at dinner parties,
military installations, seminars, and even on airplanes. Capitol Airlines,
in addition, allowed me to ride in the cockpit on a long flight and the
crew were most helpful.

Steve Fraser of Basic Books was a most perceptive and encouraging
editor; editors are important, as any author will tell you. Authors also
always tell you how dear, long-suffering, and supportive their families
are. Mine hardly pays much attention anymore; they have been through
it before and somewhat cheerfully cope. But it was impossible to write
this book without two members of the next generation continually in
mind. Nick and Lisa are inheriting our radioactive, toxic, and explosive
systems, and I am aware that we are passing on a planet more degraded
than we inherited. So I dedicate the book to them. I hope they can do
more than Edith and I have been able to do.
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INTRODUCTION

Welcome to the world of high-risk technologies. You may have noticed
that they seem to be multiplying, and it is true. As our technology ex-
pands, as our wars multiply, and as we invade more and more of nature,
we create systems—organizations, and the organization of organiza-
tions—that increase the risks for the operators, passengers, innocent by-
standers, and for future generations. In this book we will review some of
these systems—nuclear power plants, chemical plants, aircraft and air
traffic control, ships, dams, nuclear weapons, space missions, and genetic
engineering. Most of these risky enterprises have catastrophic potential,
the ability to take the lives of hundreds of people in one blow, or to
shorten or cripple the lives of thousands or millions more. Every year
there are more such systems. That is the bad news.

The good news is that if we can understand the nature of risky enter-
prises better, we may be able to reduce or even remove these dangers. I
have to present a lot of the bad news here in order to reach the good, but
it is the possibility of managing high-risk technologies better than we are
doing now that motivates this inquiry. There are many improvements
we can make that I will not dwell on, because they are fairly obvious—
such as better operator training, safer designs, more quality control, and
more effective regulation. Experts are working on these solutions in both
government and industry. I am not too sanguine about these efforts,
since the risks seem to appear faster than the reduction of risks, but that
is not the topic of this book.

Rather, I will dwell upon characteristics of high-risk technologies that
suggest that no matter how effective conventional safety devices are,
there is a form of accident that is inevitable. This is not good news for
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systems that have high catastrophic potential, such as nuclear power
plants, nuclear weapons systems, recombinant DNA production, or even
ships carrying highly toxic or explosive cargoes. It suggests, for example,
that the probability of a nuclear plant meltdown with dispersion of radio-
active materials to the atmosphere is not one chance in a million a year,
but more like one chance in the next decade.

Most high-risk systems have some special characteristics, beyond their
toxic or explosive or genetic dangers, that make accidents in them inev-
itable, even “normal.” This has to do with the way failures can interact
and the way the system is tied together. It is possible to analyze these
special characteristics and in doing so gain a much better understanding
of why accidents occur in these systems, and why they always will. If we
know that, then we are in a better position to argue that certain technol-
ogies should be abandoned, and others, which we cannot abandon be-
cause we have built much of our society around them, should be modi-
fied. Risk will never be eliminated from high-risk systems, and we will
never eliminate more than a few systems at best. At the very least, how-
ever, we might stop blaming the wrong people and the wrong factors, and
stop trying to fix the systems in ways that only make them riskier.

The argument is basically very simple. We start with a plant, airplane,
ship, biology laboratory, or other setting with a lot of components (parts,
procedures, operators). Then we need two or more failures among com-
ponents that interact in some unexpected way. No one dreamed that
when X failed, Y would also be out of order and the two failures would
interact so as to both start a fire and silence the fire alarm. Furthermore,
no one can figure out the interaction at the time and thus know what to
do. The problem is just something that never occurred to the designers.
Next time they will put in an extra alarm system and a fire suppressor,
but who knows, that might just allow three more unexpected interactions
among inevitable failures. This interacting tendency is a characteristic of
a system, not of a part or an operator; we will call it the “interactive
complexity” of the system.

For some systems that have this kind of complexity, such as universi-
ties or research and development labs, the accident will not spread and
be serious because there is a lot of slack available, and time to spare, and
other ways to get things done. But suppose the system is also “tightly
coupled,” that is, processes happen very fast and can’t be turned off, the
failed parts cannot be isolated from other parts, or there is no other way
to keep the production going safely. Then recovery from the initial dis-
turbance is not possible; it will spread quickly and irretrievably for at
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least some time. Indeed, operator action or the safety systems may make
it worse, since for a time it is not known what the problem really is.

Probably many production processes started out this way—complexly
interactive and tightly coupled. But with experience, better designs,
equipment, and procedures appeared, and the unsuspected interactions
were avoided and the tight coupling reduced. This appears to have hap-
pened in the case of air traffic control, where interactive complexity and
tight coupling have been reduced by better organization and “technologi-
cal fixes.” We will also see how the interconnection between dams and
earthquakes is beginning to be understood. We now know that it in-
volves a larger system than we originally thought when we just closed off
a canyon and let it fill with water. But for most of the systems we shall
consider in this book, neither better organization nor technological inno-
vations appear to make them any less prone to system accidents. In fact,
these systems require organizational structures that have large internal
contradictions, and technological fixes that only increase interactive
complexity and tighten the coupling; they become still more prone to
certain kinds of accidents.

If interactive complexity and tight coupling—system characteristics—
inevitably will produce an accident, I believe we are justified in calling it
a normal accident, or a system accident. The odd term normal accident is
meant to signal that, given the system characteristics, multiple and unex-
pected interactions of failures are inevitable. This is an expression of an
integral characteristic of the system, not a statement of frequency. It is
normal for us to die, but we only do it once. System accidents are un-
common, even rare; yet this is not all that reassuring, if they can produce
catastrophes.

The best way to introduce the idea of a normal accident or a system
accident is to give a hypothetical example from a homey, everyday expe-
rience. It should be familiar to all of us; it is one of those days when
everything seems to go wrong.

A Day in the Life

You stay home from work or school because you have an important job
interview downtown this morning that you have finally negotiated. Your
friend or spouse has already left when you make breakfast, but unfortu-
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nately he or she has left the glass coffeepot on the stove with the light on.
The coffee has boiled dry and the glass pot has cracked. Coffee is an
addiction for you, so you rummage about in the closet until you find an
old drip coffeemaker. Then you wait for the water to boil, watching the
clock, and after a quick cup dash out the door. When you get to your car
you find that in your haste you have left your car keys (and the apart-
ment keys) in the apartment. That’s okay, because there is a spare apart-
ment key hidden in the hallway for just such emergencies. (This is a
safety device, a redundancy, incidentally.) But then you remember that
you gave a friend the key the other night because he had some books to
pick up, and, planning ahead, you knew you would not be home when he
came. (That finishes that redundan:t pathway, as engineers call it.)

Well, it is getting late, but there is always the neighbor’s car. The
neighbor is a nice old gent who drives his car about once a month and
keeps it in good condition. You knock on the door, your tale ready. But
he tells you that it just so happened that the generator went out last week
and the man is coming this afternoon to pick it up and fix it. Another
“backup” system has failed you, this time through no connection with
your behavior at all (uncoupled or independent events, in this case, since
the key and the generator are rarely connected). Well, there is always the
bus. But not always. The nice old gent has been listening to the radio
and tells you the threatened lock-out of the drivers by the bus company
has indeed occurred. The drivers refuse to drive what they claim are
unsafe buses, and incidentally want more money as well. (A safety sys-
tem has foiled you, of all things.) You call a cab from your neighbor’s
apartment, but none can be had because of the bus strike. (These two
events, the bus strike and the lack of cabs, are tightly connected, depen-
dent events, or tightly coupled events, as we shall call them, since one
triggers the other.)

You call the interviewer’s secretary and say, “It’s just too crazy to try
to explain, but all sorts of things happened this morning and I can’t make
the interview with Mrs. Thompson. Can we reschedule it?” And you say
to yourself, next week I am going tc line up two cars and a cab and make
the morning coffee myself. The secretary answers “Sure,” but says to
himself, “This person is obviously unreliable; now this after pushing for
weeks for an interview with Thompson.” He makes a note to that effect
on the record and searches for the most inconvenient time imaginable
for next week, one that Mrs. Thompson might have to cancel.

Now I would like you to answer a brief questionnaire about this event.
Which was the primary cause of this “accident” or foul-up?
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1. Human error (such as leaving the heat on under the coffee, or forgetting the

keys in the rush)? Yes. No. Unsure

2. Mechanical failure (the generator on the neighbor’s car)? Yes
No. Unsure

3. The environment (bus strike and taxi overload)? Yes____ No..___
Unsure

4. Design of the system (in which you can lock yourself out of the apartment
rather than having to use a door key to set the lock; a lack of emergency
capacity in the taxi fleet)? Yes No. Unsure

5. Procedures used (such as warming up coffee in a glass pot; allowing only
normal time to get out on this morning)? Yes_____ No Unsure

If you answered “not sure” or “no” to all of the above, I am with you.
If you answered “yes” to the first, human error, you are taking a stand on
multiple failure accidents that resembles that of the President’s Commis-
sion to Investigate the Accident at Three Mile Island. The Commission
blamed everyone, but primarily the operators.! The builders of the
equipment, Babcock and Wilcox, blamed only the operators. If you an-
swered “yes” to the second choice, mechanical error, you can join the
Metropolitan Edison officials who run the Three Mile Island plant. They
said the accident was caused by the faulty valve, and then sued the ven-
dor, Babcock and Wilcox. If you answered “yes” to the fourth, design of
the system, you can join the experts of the Essex Corporation, who did a
study for the Nuclear Regulatory Commission of the control room.?

The best answer is not ““all of the above” or any one of the choices, but
rather “none of the above.” (Of course I did not give you this as an
option.) The cause of the accident is to be found in the complexity of the
system. That is, each of the failures—design, equipment, operators, pro-
cedures, or environment—was trivial by itself. Such failures are expected
to occur since nothing is perfect, and we normally take little notice of
them. The bus strike would not affect you if you had your car key or the
neighbor’s car. The neighbor’s generator failure would be of little conse-
quence if taxis were available. If it were not an important appointment,
the absence of cars, buses, and taxis would not matter. On any other
morning the broken coffeepot would have been an annoyance (an inci-
dent, we will call it), but would not have added to your anxiety and
caused you to dash out without your keys.

Though the failures were trivial in themselves, and each one had a
backup system, or redundant path to tread if the main one were blocked,
the failures became serious when they interacted. It is the interaction of
the multiple failures that explains the accident. We expect bus strikes
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occasionally, we expect to forget our keys with that kind of apartment
lock (why else hide a redundant key?), we occasionally loan the extra key
to someone rather than disclose its hiding place. What we don’t expect is
for all of these events to come together at once. That is why we told the
secretary that it was a crazy morning, too complex to explain, and in-
voked Murphy’s law to ourselves (if anything can go wrong, it will).

That accident had its cause in the interactive nature of the world for us
that morning and in its tight coupling—not in the discrete failures, which
are to be expected and which are guarded against with backup systems.
Most of the time we don’t notice the inherent coupling in our world,
because most of the time there are no failures, or the failures that occur
do not interact. But all of a sudden, things that we did not realize could
be linked (buses and generators, coffee and a loaned key) became linked.
The system is suddenly more tightly coupled than we had realized. When
we have interactive systems that are also tightly coupled, it is “normal”
for them to have this kind of an accident, even though it is infrequent. It
is normal not in the sense of being frequent or being expected—indeed,
neither is true, which is why we were so baffled by what went wrong, It is
normal in the sense that it is an inherent property of the system to occa-
sionally experience this interaction. Three Mile Island was such a normal
or system accident, and so were countless others that we shall examine in
this book. We have such accidents because we have built an industrial
society that has some parts, like industrial plants or military adventures,
that have highly interactive and tightly coupled units. Unfortunately,
some of these have high potential for catastrophic accidents.

Our “day in the life” example introduced some useful terms. Acci-
dents can be the result of multiple failures. Our example illustrated fail-
ures in five components: in design, equipment, procedures, operators,
and environment. To apply this concept to accidents in general, we will
need to add a sixth area—supplies and materials. All six will be abbrevi-
ated as the DEPOSE components (for design, equipment, procedures,
operators, supplies and materials, and environment). The example
showed how different parts of the system can be quite dependent upon
one another, as when the bus strike created a shortage of taxis. This
dependence is known as tight coupling. On the other hand, events in a
system can occur independently as we noted with the failure of the gener-
ator and forgetting the keys. These are Joosely coupled events, because
although at this time they were both involved in the same production
sequence, one was not caused by the other.

One final point which our example cannot illustrate. It isn’t the best
case of a normal accident or system accident, as we shall use these terms,
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because the interdependence of the events was comprehensible for the
person or “operator.” She or he could not do much about the events
singly or in their interdependence, but she or he could understand the
interactions. In complex industrial, space, and military systems, the nor-
mal accident generally (not always) means that the interactions are not
only unexpected, but are incomprehensible for some critical period of
time. In part this is because in these human-machine systems the interac-
tions literally cannot be seen. In part it is because, even if they are seen,
they are not believed. As we shall find out and as Robert Jervis and Karl
Weick have noted,3 seeing is not necessarily believing; sometimes, we
must believe before we can see.

Variations on the Theme

While basically simple, the idea that guides this book has some quite
radical ramifications. For example, virtually every system we will exam-
ine places “operator error” high on its list of causal factors—generally
about 60 to 80 percent of accidents are attributed to this factor. But if, as
we shall see time and time again, the operator is confronted by unex-
pected and usually mysterious interactions among failures, saying that he
or she should have zigged instead of zagged is possible only after the fact.
Before the accident no one could know what was going on and what
should have been done. Sometimes the errors are bizarre. We will en-
counter “noncollision course collisions,” for example, where ships that

~were about to pass in the night suddenly turn and ram each other. But
careful inquiry suggests that the mariners had quite reasonable explana-
tions for their actions; it is just that the interaction of small failures led
them to construct quite erroneous worlds in their minds, and in this case
these conflicting images led to collision.

Another ramification is that great events have small beginnings. Run-
ning through the book are accidents that start with trivial kitchen mis-
haps; we will find them on aircraft and ships and in nuclear plants,
having to do with making coffee or washing up. Small failures abound in
big systems; accidents are not often caused by massive pipe breaks, wings
coming off, or motors running amok. Patient accident reconstruction
reveals the banality and triviality behind most catastrophes.

Small beginnings all too often cause great events when the system uses
a “transformation” process rather than an additive or fabricating one.
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Where chemical reactions, high temperature and pressure, or air, vapor,
or water turbulence is involved, we cannot see what is going on or even,
at times, understand the principles. In many transformation systems we
generally know what works, but sometimes do not know why. These
systems are particularly vulnerabie to small failures that “propagate”
unexpectedly, because of complexity and tight coupling. We will exam-
ine other systems where there is less transformation and more fabrica-
tion or assembly, systems that process raw materials rather than change
them. Here there is an opportunity to learn from accidents and greatly
reduce complexity and coupling. These systems can still have acci-
dents—all systems can. But they are more likely to stem from major
failures whose dynamics are obvious, rather than the trivial ones that are
hidden from understanding.

Another ramification is the role of organizations and management in
preventing failures—or causing them. Organizations are at the center of
our inquiry, even though we will often talk about hardware and pressure
and temperature and the like. High-risk systems have a double penalty:
because normal accidents stem from the mysterious interaction of fail-
ures, those closest to the system, the operators, have to be able to take
independent and sometimes quite creative action. But because these sys-
tems are so tightly coupled, control of operators must be centralized
because there is little time to check everything out and be aware of what
another part of the system is doing. An operator can’t just do her own
thing; tight coupling means tightly prescribed steps and invariant se-
quences that cannot be changed. But systems cannot be both decentral-
ized and centralized at the same time; they are organizational Pushme-
pullyous, straight out of Dr. Doolittle stories, trying to go in opposite
directions at once. So we must add organizational contradictions to our
list of problems.

Even aside from these inherent contradictions, the role of organiza-
tions is important in other respects for our story. Time and time again
warnings are ignored, unnecessary risks taken, sloppy work done, decep-
tion and downright lying practiced. As an organizational theorist I am
reasonably unshaken by this; it occurs in all organizations, and it is a part
of the human condition. But when it comes to systems with radioactive,
toxic, or explosive materials, or those operating in an unforgiving, hos-
tile environment in the air, at sea, or under the ground, these routine sins
of organizations have very nonroutine consequences. Our ability to orga-
nize does not match the inherent hazards of some of our organized activ-
ities. Better organization will always help any endeavor. But the best is
not good enough for some that we have decided to pursue.
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Nor can better technology always do the job. Besides being a book
about organizations (but painlessly, without the jargon and the sacred
texts), this is a book about technology. You will probably learn more
than you ever wanted to about condensate polishers, buffet boundaries,
reboilers, and slat retraction systems. But that is in passing (and even
while passing you are allowed a considerable measure of incomprehen-
sion). What is not in passing but is essential here is an evaluation of
technology and its “fixes.” As the saying goes, man’s reach has always
exceeded his grasp (and of course that goes for women too). It should be
s0. But we might begin to learn that of all the glorious possibilities out
there to reach for, some are going to be beyond our grasp in catastrophic
ways. There is no technological imperative that says we must have power
or weapons from nuclear fission or fusion, or that we must create and
loose upon the earth organisms that will devour our oil spills. We could
reach for, and grasp, solar power or safe coal-fired plants, and the safe
ship designs and industry controls that would virtually eliminate oil
spills. No catastrophic potential flows from these.

It is particularly important to evaluate technological fixes in the sys-
tems that we cannot or will not do without. Fixes, including safety de-
vices, sometimes create new accidents, and quite often merely allow
those in charge to run the system faster, or in worse weather, or with
bigger explosives. Some technological fixes are error-reducing—the jet
engine is simpler and safer than the piston engine; fathometers are better
than lead lines; three engines are better than two on an airplane; comput-
ers are more reliable than pneumatic controls. But other technological
fixes are excuses for poor organization or an attempt to compensate for
poor system design. The attention of authorities in some of these sys-
tems, unfortunately, is hard to get when safety is involved.

When we add complexity and coupling to catastrophe, we have some-
thing that is fairly new in the world. Catastrophes have always been with
us. In the distant past, the natural ones easily exceeded the human-made
ones. Human-made catastrophes appear to have increased with industri-
alization as we built devices that could crash, sink, burn, or explode. In
the last fifty years, however, and particularly in the last twenty-five, to
the usual cause of accidents—some component failure, which could be
prevented in the future—was added a new cause: interactive complexity
in the presence of tight coupling, producing a system accident. We have
produced designs so complicated that we cannot anticipate all the possi-
ble interactions of the inevitable failures; we add safety devices that are
deceived or avoided or defeated by hidden paths in the systems. The
systems have become more complicated because either they are dealing
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with more deadly substances, or we demand they function in ever more
hostile environments or with ever greater speed and volume. And still
new systems keep appearing, such as gene splicing, and others grow ever
more complex and tightly tied together. In the past, designers could learn
from the collapse of a medieval cathedral under construction, or the
explosion of boilers on steamboats, or the collision of railroad trains on a
single track. But we seem to be unable to learn from chemical plant
explosions or nuclear plant accidents. We may have reached a plateau
where our learning curve is nearly flat. It is true that I should be wary of
that supposition. Reviewing the wearisome Cassandras in history who
prophesied that we had reached our limit with the reciprocating steam
engine or the coal-fired railroad engine reminds us that predicting the
course of technology in history is perilous. Some well-placed warnings
will not harm us, however.

One last warning before outlining the chapters to come. The new risks
have produced a new breed of shamans, called risk assessors. As with the
shamans and the physicians of old, it might be more dangerous to go to
them for advice than to suffer unattended. In our last chapter we will
examine the dangers of this new alchemy where body counting replaces
social and cultural values and excludes us from participating in decisions
about the risks that a few have decided the many cannot do without. The
issue is not risk, but power.

Fast Forward

Chapter 1 will examine the accident at Three Mile Island (TMI) where
there were four independent failures, all small, none of which the opera-
tors could be aware of. The system caused that accident, not the opera-
tors. Chapter 2 raises the question of why, if these plants are so complex
and tightly coupled, we have not had more TMIs. A review of the nuclear
power industry and some of its trivial and its serious accidents will sug-
gest that we have not given large plants of the size of TMI time to express
themselves. The record of the industry and the Nuclear Regulator; Com-
mission is frightening, but not because it is all that different from the
records of other industries and regulatory agencies. It isn’t. It is frighten-
ing because of the catastrophic potential of this industry; it has to have a
perfect performance record, and it is far from achieving that.

We can go a fair distance with some loosely defined concepts such as
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complexity, coupling, and catastrophe, but in order to venture further
into the world of high-risk systems we need better definitions, and a
better model of systems and accidents and their consequences. This is
the work of Chapter 3, where terms are defined and amply illustrated
with still more accident stories. In this chapter we explore the advantages
of loose coupling, map the industrial, service, and voluntary organiza-
tional world according to complexity and coupling, and add a definition
of types of catastrophes. Chapter 4 applies our complexity, coupling, and
catastrophe theories to the chemical industry. I wish to make it clear that
normal accidents or, as we will generally call them, system accidents, are
not limited to the nuclear industry. Some of the most irteresting and
bizarre examples of the unanticipated interaction of failures appear in
this chapter—and we are now talking about a quite well-run industry
with ample riches to spend on safety, training, and high-technology
solutions.

Yet chemical plants mostly just sit there, though occasionally they will
send a several hundred pound missile a mile away into a community or
incinerate a low flying airplane. In Chapter 5 we move out into the
environment and examine aircraft and flying, and air traffic control and
the airports and airways. Flying is in part a transformation system, but
largely just very complex and tightly coupled. Technological fixes are
made continuously here, but designers and airlines just keep pushing up
against the limits with each new advance. Flying is risky, and always will
be. With the airways system, on the other hand, we will examine the
actual reduction of complexity and coupling through organizational
changes and technological developments; this system has become very
safe, as safety goes in inherently risky systems. An examination of the
John Wayne International Airport in Orange County, California, will
remind us of the inherent risks.

With marine transport, in Chapter 6, the opposite problem is identi-
fied. No reduction in complexity or coupling has been achieved. Horren-
dous tales are told, three of which we will detail, about the needless perils
of this system. We will analyze it as one that induces errors through its
very structure, examining insurance, shipbuilders, shippers, captains and
crews, collision avoidance systems, and the international anarchy that
prevents effective regulation and encourages cowboys and hot rodders at
sea. One would not think that ships could pile up as if they were on the
Long Island Expressway, but they do.

Chapter 7 might seem to be a diversion since dams, lakes, and mines
are not prone to system accidents. But it will support our point because
they are also linear, rather than complex systems, and tpe accidents there
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are foreseeable and avoidable. However, when we move away from the
individual dam or mine and take into account the larger system in which
they exist, we find the “eco-system accident,” an interaction of systems
that were thought to be independent but are not because of the larger
ecology. Once we realize this we can prevent future accidents of this type;
in linear systems we can learn from our mistakes. Dams, lakes, and
mines also simply provide tales worth telling. Do dams sink or float
when they fail? Could we forestall a colossal earthquake in California by
a series of mammoth chiropractic spinal adjustments? How could we
lose a whole lake and barges and tugs in a matter of hours? (By inadver-
tently creating an eco-system accident.)

Chapter 8 deals with far more esoteric systems. Space missions are
very complex and tightly coupled, but the catastrophic potential was
small and now is smaller. More important, this system allows us to ex-
amine the role of the operator (in this case, extraordinarily well-trained
astronauts) whom the omniscient designers and managers tried to treat
like chimpanzees. It is a cautionary tale for all high-technology systems.
Accidents with nuclear weapons, from dropping them to firing them by
mistake, will illustrate a system so complicated and error-prone that the
fate of the earth may be decided more by inadvertence than anger. The
prospects are, I am afraid, terrifying. Equally frightening is the section in
this chapter on gene splicing, or recombinant DNA. In this case, in the
unseemly haste for prizes and profits, we have abandoned even the most
elementary safeguards, and may lcose upon the world a rude beast whose
time need not have come.

In the last chapter we shall examine the new shamans, the risk asses-
sors, and their inadvertent allies, the cognitive psychologists. Naturally,
as a sociologist, I will have a few sharp words to say about the latter, but
point out that their research has really provided the grounds for a public
role in high-risk decision making, one the risk assessors do not envisage.
Finally, we will add up the credits and deficits of the systems we exam-
ined, and I will make a few modest suggestions for complicating the lives
of some systems—and shutting others down completely.
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CHAPTER 1

Normal Accident at

Three Mile Island

Our first example of the accident potential of complex systems is the
accident at the Three Mile Island Unit 2 nuclear plant near Harrisburg,
Pennsylvania, on March 28, 1979. I have simplified the technical details
a great deal and have not tried to define all of the terms. It is not neces-
sary to understand the technology in any depth. What I wish to convey is
the interconnectedness of the system, and the occasions for baffling in-
teractions. This will be the most demanding technological account in the
book, but even a general sense of the complexity will suffice if one wishes
to merely follow the drama rather than the technical evolution of the
accident.*

TMI is clearly our most serious nuclear power plant accident to date.
The high drama of the event gripped the nation for a fortnight, as reas-
surance gave way to near panic, and we learned of a massive hydrogen
bubble and releases that sent pregnant women and others fleeing the
area. The President of the United States toured the plant while two feeble
pumps, designed for quite other duties, labored to keep the core from

*This account draws from many sources, and I have not cited each point individually.
See the references from the first part of the bibilography.
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melting further. (One of them soon failed, but fortunately by the time the
second pump failed the system had cooled sufficiently to allow for natu-
ral circulation.) The subsequent investigations and law suits disclosed a
seemingly endless story of incompetence, dishonesty, and cover-ups be-
fore, during, and after the event; indeed, new disclosures were appearing
as this book went to press. Yet, as we shall see in chapter 2 when we
examine other accidents, the performance of all concerned—utility,
manufacturer, regulatory agency, and industry—was about average.
Rather sizeable bits and pieces of the TMI disaster can be found else-
where in the industry; they had just never been put together so dramati-
cally before.

Unit 2 at Three Mile Island (TMI) had a hard time getting underway at
the end of 1978. Nuclear plants are always plagued with start-up problems
because the system is so complex, and the technology so new. Many
processes are still not well understood, and the tolerances are frightfully
small for some components. A nuclear plant is also a hybrid creation —the
reactor itself being complex and new and carefully engineered by one
company, while the system for drawing off the heat and using it to turn
turbines is a rather conventional, old, and comparatively unsophisticated
system built by another company. Unit 2 may have had more than the
usual problems. The maintenance force was overworked at the time of the
accident and had been reduced in size during an economizing drive. There
were many shutdowns, and a variety of things turned out, in retrospect,
to be out of order. But one suspects that it was not all that different from
other plants; after a plant sustains an accident, a thorough investigation
will turn up numerous problems that would have gone unnoticed or un-
documented had the accident been avoided. Indeed, in the 1982 court case
where the utility, Metropolitan Edison, sued the builder of the reactor,
Babcock and Wilcox, the utility charged the builder with an embarrassing
number of errors and failures, and the vendor returned the favor by
charging that the utility was incompetent to run their machine.! But
Metropolitan Edison runs other machines, and Babcock and Wilson have
built many reactors that have not had such a serious accident. We know
so much about the problems of Unit 2 only because the accident at Three
Mile Island made it a subject for intense study; it is probably the most
well-documented examination of organizational performance in the public
record. At last count I found ten published technical volumes or books
on the accident alone, perhaps one hundred articles, and many volumes
of testimony.

The accident started in the cooling system. There are two cooling sys-
tems. The primary cooling system contains water under high pressure

16



Normal Accident at Three Mile Island

and at high temperature that circulates through the core where the nuclear
reaction is taking place. This water goes into a steam generator, where it
bathes small tubes circulating water in a quite separate system, the sec-
ondary cooling system, and heats this water in the secondary system.
This transfer of heat from the primary to the secondary system keeps the
core from overheating, and uses the heat to make steam. Water in the
secondary system is also under high pressure until it is called upon to
turn into steam, which drives the turbines that generate the electric power.
The accident started in the secondary cooling system.

The water in the secondary system is not radioactive (as is the water in
the primary system), but it must be very pure because its steam drives
the finely precisioned turbine blades. Resins get into the water and have
to be removed by the condensate polisher system, which removes parti-
cles that are precipitated out.

The polisher is a balky system, and it had failed three times in the few
months the new unit had been in operation. After about eleven hours of
work on the system, at 4:00 A.M. on March 28, 1979, the turbine tripped
(stopped). Though the operators did not know why at the time, it is
believed that some water leaked out of the polisher system—perhaps a
cupful—through a leaky seal.

Seals are always in danger of leaking, but normally it is not a problem.
In this case, however, the moisture got into the instrument air system of
the plant. This is a pneumatic system that drives some of the instru-
ments. The moisture interrupted the air pressure applied to two valves
on two feedwater pumps. This interruption “told”” the pumps that some-
thing was amiss (though it wasn’t) and that they should stop. They did.
Without the pumps, the cold water was no longer flowing into the steam
generator, where the heat of the primary system could be transferred to
the cool water in the secondary system. When this flow is interrupted,
the turbine shuts down, automatically—an automatic safety device, or
ASD.

But stopping the turbine is not enough to render the plant safe. Some-
how, the heat in the core, which makes the primary cooling system water
so hot, has to be removed. If you take a whistling tea kettle off the stove
and plug its opening, the heat in the metal and water will continue to
produce steam, and if it cannot get out, it may explode. Therefore, the
emergency feedwater pumps came on (they are at H in Figure 1.1; the
regular feedwater pumps which just stopped are above them in the fig-
ure). They are designed to pull water from an emergency storage tank
and run it through the secondary cooling system, compensating for the
water in that system that will boil off now that it is not circulating. (It is
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FIGURE 1.1
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like pouring cold water over your plugged tea kettle.) However, these two
pipes were unfortunately blocked; a valve in each pipe had been acci-
dently left in a closed position after maintenance two days before. The
pumps came on and the operator verified that they did, but he did not
know that they were pumping water into a closed pipe.

The President’s Commission on the Accident at Three Mile Island (the
Kemeny Commission) spent a lot of time trying to find out just who was
responsible for leaving the valves closed, but they were unsuccessful.
Three operators testified that it was a mystery to them how the valves
had gotten closed, because they distinctly remembered opening them
after the testing. You probably have had the same problem with closing
the freezer door or locking the front door; you are sure you did, because
you have done it many times. Operators testified at the Commission’s
hearings that with hundreds of valves being opened or closed in a nuclear
plant, it is not unusual to find some in the wrong position—even when
locks are put on them and a “lock sheet” is maintained so the operators
can make an entry every time a special valve 1s opened or closed.

Accidents often involve such mysteries. A safety hatch on a Mercury
spacecraft prematurely blew open (it had an explosive charge for opening
it) as the recovery helicopter was about to pick it up out of the water after
splashdown. Gus Grissom, the astronaut, insisted afterwards that he
hadn’t fired it prematurely or hit it accidentally. It just blew by itself. (He
almost drowned.) It is the old war between operators and the equipment
others have designed and built. The operators say it wasn’t their fault;
the designers say it wasn’t the fault of the equipment or design. Ironically,
the astronauts had insisted upon the escape hatch being put in as a safety
device in case they had to exit rapidly; it is not the only example we shall
uncover of safety devices increasing the chances of accidents. The Three
Mile Island operators finally had to concede reluctantly that large valves
do not close by themselves, so someone must have goofed.

There were two indicators on TMI’s gigantic control panel that showed
that the valves were closed instead of open. One was obscured by a repair
tag hanging on the switch above it. But at this point the operators were
unaware of any problem with emergency feedwater and had no occasion
to make sure those valves, which are always open except during tests,
were indeed open. Eight minutes later, when they were baffled by the
performance of the plant, they discovered it. By then much of the initial
damage had been done. Apparently our knowledge of these plants is
quite incomplete, for while some experts thought the closed valves con-
stituted an important operator error, other experts held that it did not
make much difference whether the valves were closed or not, since the
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supply of emergency feedwater is limited and worse problems were ap-
pearing anyway.

With no circulation of coolant in the secondary system, a number of
complications were bound to occur. The steam generator boiled dry.
Since no heat was being removed from the core, the reactor
“scrammed.” In a scram the graphite control rods, 80 percent silver,
drop into the core and absorb the neutrons, stopping the chain reaction.
(In the first experiments with chain reactions, the procedure was the
same—*‘drop the rods and scram”; thus the graphic term scram for stop-
ping the chain reaction.) But that isn’t enough. The decaying radioactive
materials still produce some heat, enough to generate electricity for
18,000 homes. The “decay heat” in this 40-foot-high stainless steel ves-
sel, taller than a three-story building, builds up enormous temperature
and pressure. Normally there are thousands of gallons of water in the
primary and secondary cooling systems to draw off the intense heat of
the reactor core. In a few days this cooling system should cool down the
core. But the cooling system was not working.

There are, of course, ASDs to handle the problem. The first ASD is the
pilot-operated relief valve (PORYV), which will relieve the pressure in the
core by channeling the water from the core through a big vessel called a
pressurizer, and out the top of it into a drain pipe (called the “hot leg”),
and down into a sump. It is radioactive water and is very hot, so the
valve is a nuisance. Also, it should only be open long enough to relieve
the pressure; if too much water comes through it, the pressure will drop
so much that the water can flash into steam, creating bubbles of steam,
called steam voids, in the core and the primary cooling pipes. These
bubbles will restrict the flow of coolant, and allow certain spots to get
much hotter than others—in particular, spots by the uranium rods, al-
lowing them to start fissioning again.

The PORY is also known by its Dresser Industries’ trade name of
“electromatic relief valve.” (Dresser Industries is the firm that sponsored
ads shortly after the accident saying that actress Jane Fonda was more
dangerous than nuclear plants. She was starring in the China Syndrome,
a popular movie playing at the time that depicted a near meltdown in a
nuclear plant.) It is expected to fail once in every fifty usages, but on the
other hand, it is seldom needed. The President’s Commission turned up
at least eleven instances of it failing in other nuclear plants (to the sur-
prise of the Nuclear Regulatory Commission and the builder of the reac-
tor, Babcock and Wilcox, who only knew of four) and there had been two
earlier failures in the short life of TMI-Unit 2. Unfortunately, it just so
happened that this time, with the block valves closed and one indicator
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hidden, and with the condensate pumps out of order, the PORY failed to
reseat, or close, after the core had relieved itself sufficiently of pressure.

This meant that the reactor core, where the heat was building up be-
cause the coolant was not moving, had a sizeable hole in it—the stuck-
open relief valve. The coolant in the core, the primary coolant system,
was under high pressure, and was ejecting out through the stuck valve
into a long curved pipe, the “hot leg,” which went down to a drain tank.
Thirty-two thousand gallons, one third of the capacity of the core, would
eventually stream out. This was no small pipe break someplace as the
operators originally thought; the thing was simply uncorked, relieving
itself when it shouldn’t.

Since there had been problems with this relief valve before (and it is a
difficult engineering job to make a highly reliable valve under the condi-
tions in which it must operate), an indicator had recently been added to
the valve to warn operators if it did not reseat. The watchword is “safety”
in nuclear plants. But, since nothing is perfect, it just so happened that
this time the indicator itself failed, probably because of a faulty solenoid,
a kind of electromagnetic toggle switch. Actually, it wasn’t much of an
indicator, and the utility and supplier would have been better off to have
had none at all. Safety systems, such as warning lights, are necessary, but
they have the potential for deception. If there had been no light assuring
them the valve had closed, the operators would have taken other steps to
check the status of the valve, as operators did in a similar accident at
another plant a year and a half before. But if you can’t believe the lights
on your control panel, an army of operators would be necessary to check
every part of the system that might be relevant. And one of the lessons of
complex systems and TMI is that any part of the system might be inter-
acting with other parts in unanticipated ways.

The indicator sent a signal to the control board that the valve had
received the impulse to shut down. (It was not an indication that the
valve had actually shut down; that would be much harder to provide.) So
the operators noted that all was fine with the PORYV, and waited for
reactor pressure to rise again, since it had dropped quickly when the
valve opened for a second. The cork stayed off the vessel for two hours
and twenty minutes before a new shift supervisor, taking a fresh look at
the problems, discovered it.

We are now, incredibly enough, only thirteen seconds into the “tran-
sient,” as engineers call it. (It is not a perversely optimistic term meaning
something quite temporary or transient, but rather it means a rapid
change in some parameter, in this case, temperature.) In these few sec-
onds there was a false signal causing the condensate pumps to fail, two
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valves for emergency cooling out of position and the indicator obscured,
a PORY that failed to reseat, and a failed indicator of its position. The
operators could have been aware of none of these.

Moreover, while all these parts are highly interdependent, so that one
affects the other, they are not in dirsct operational sequence. Direct oper-
ational sequence is a sequence of stages as in a production line, or an
engineered safety sequence. The operator knows that a block in the con-
densate line will cause the condensate pump to trip, which will stop
water from going to the steam generator and then going to the turbine as
steam to drive it, so the turbine will shut down because it will have no
source of power to turn it. This is quite comprehensible. But connected
to this sequence, although not a part of its production role, is another
system, the primary cooling system, which regulates the amount of water
in the core. The water level in the core was judged to have fallen, which
it had, because of the drop in the prassure and temperature in the primary
cooling system. But for the operators there was no obvious connection
between this drop and a turbine “trip” (shutdown). Unknown to them,
there was an intimate connection because of the interactive complexity
of the system. The connection is through the PORYV, but that also has no
production sequence or safety secuence connection to the trip of the
turbines, or to the failure of the condensate polisher system, even had the
operators been able to ascertain that this was the cause of the turbine
trip. The PORY is expected to operate on the basis of core pressure,
regardless of the functioning of the turbine, the secondary cooling system
(feedwater to the steam generators and turbine), or the emergency core
cooling pumps.

Even if there is a part of the system that is in direct operational se-
quence, an information failure in any part of that sequence can render
the connection opaque, if not invisible. For example, the PORYV is con-
nected in a direct sequence to a drain pipe, then to a drain tank, and
when that overflows, to a sump. A couple of readings of excessive radio-
active water will appear along the way. But for the operators, this was
water from an “‘unknown origin,” since they were assured, by the signal
light, that the PORV was closed. Since they assumed a pipe break some-
where and since the piping system in the plant is so complex that a
member of the Presidential Commission had to use a magnifying glass to
try to follow it on the drawings, there was reason to believe that the water
could have come from any number of places. Indeed, later in the acci-
dent, they found that radioactive water was not traveling to the tank they
intended, but because of complex flow and pressure interactions, was
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going to a different, wrong tank, which also overflowed, this time in the
auxiliary building.

Here we have the essence of the normal accident: the interaction of
multiple failures that are not in a direct operational sequence. You could
underline this definition, but there is one other ingredient we have not
explored in detail—incomprehensibility. In contrast to our appointment-
car-key accident, which was quite comprehensible, most normal acci-
dents have a significant degree of incomprehensibility. Let us go back to
the TMI story to examine this incomprehensibility, which is the main
reason why answer number one to the quiz, operator error, is sO wrong
for normal accidents.

The PORV was now open and would be for two hours and twenty
minutes, and coolant from the core of the reactor was squirting out at a
great rate down the hot leg to the drain tank, so pressure in the reactor
dropped. This is dangerous unless the temperature is also going down
rapidly, because without pressure on the superheated water (over 2,000° E),
it will become steam, which does not cool as well and creates bubbles
that block the flow of coolant. So one of two reactor coolant pumps
(another emergency system) started up automatically and another was
started by the operators (thirteen seconds into the accident; check it out
on your watch). For two or three minutes things looked fine; the coolant
in the core appeared stable. But it wasn’t. For a variety of reasons that
can only be matters of conjecture, it appears that voids or steam bubbles
formed in such a way as to give the appearance of stabilization after the
two reactor coolant pumps came on. The operators were not aware that
the steam generators were not getting water. When they boiled dry, the
reactor coolant heated up again because the secondary coolant system
was not removing heat from the primary one, which removes it from the
core. Since the core was losing water, pressure in the coolant system
dropped sharply. _

At this point, two minutes into the accident, another emergency device
came on—high-pressure injection, or HPI, which forces water into the
core at a rapid rate. Now came the high drama, the action that has been
called the major source of the accident and the key operator error. After
letting HPI run full tilt for about two minutes, they reduced it drastically,
thus not replacing the water that was boiling out through the PORV,
This meant that the core was steadily being uncovered—the most fear-
some danger in a nuclear plant, for it will then melt the vessel and per-
haps loose radiation on the world.

Probing this action by the operators, investigating committees were led
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back to an earlier accident at an Ohio plant, memos from a TVA engi-
neer, memos in the files of Babcock and Wilcox (the firm that built the
reactor), and an accident in Belgium in a Westinghouse reactor. All of
these warnings occurred well before TMI. A bureaucratic tale worthy of
Franz Kafka came out of the investigation of TMI and the warnings,
which we shall forego telling so we can stick with the villains of the piece,
according to most reports: the hapless operators.

High-pressure injection involves the injection of cold water at a very
high pressure into the reactor core in order to lower reactor tempera-
tures. It goes in at about 1,000 gallons a minute, and could fill a swim-
ming pool in twenty minutes. It is a risky business. The cold water may
“shock” the core, producing hairline cracks in equipment in the core, or
conceivably in the vessel itself (but probably only if it had been in opera-
tion for several years). The high pressure may also cause damage as the
core fills up, putting a pressure strain on it. Most experts discount these
dangers, but not all. As an indication of how little we understand nuclear
systems, I should note that shortlv after the accident, some even argued
that it was fortunate that the operators cut back on HPI, although this
was not the majority view.

Two years later, however, the Nuclear Regulatory Commission issued
a report which gave substance to this danger. It disclosed that thirteen
reactors, some of them only three to four years old, showed degrees of
core vessel brittleness, because of the intense radioactive bombardment
that were greater than predicted.” This raised serious safety concerns.
Certainly the high-pressure injection of cold water into a brittle vessel
could crack the vessel, leading to a meltdown and all its consequences.
Fortunately, the TMI core had only been in operation at full power for
about forty days.

Another problem with HPI is a matter of lively dispute. It may in-
crease the pressure in the pressurizer by flooding it with water. The pres-
surizer is a kind of huge shock absorber and stabilizer. It is a large tank
with, under normal circumstances, 800 cubic feet of water in the bottom
and 700 cubic feet of steam above it. By using heaters in the tank, the
pressure of the steam at the top can be raised or lowered, and this con-
trols the pressure of the water cooling the core. If HPI sends too much
water into the core, it will flood the pressurizer. (This is called “going
solid”—solid water and no steam.) If there is a substantial pressure surge
in the core, the cushion provided by the steam in the pressurizer would
be lost and the coolant pipes could burst (one source of a LOCA, or loss
of coolant accident), perhaps causing a meltdown. Even if the safety
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valves prevented a pipe burst, a full pressurizer still presents a serious
situation. It is a first-line emergency safety device (ESD), and should not
be disabled.

Operators were assiduously trained to avoid going solid in the pressur-
izer by both the vendor, Babcock and Wilcox, and the user, Metropolitan
Edison, which operates TMI. There was no hint in the training manual
or the the procedure manual that under some circumstances it might be
preferable to go solid in the pressurizer rather than cut back on HPI.
Such a directive was considered after an earlier accident at another plant,
but was rejected by Babock and Wilcox. At this point, some two minutes
into the accident, there was a circumstance in which HPI was needed
more than a resilient pressurizer. The core was about to be uncovered.

After HPI came on, the operators were looking primarily at two dials,
close to one another. One indicated that the pressure in the reactor was
still falling, which was mysterious because the other indicated that pres-
sure in the pressurizer was rising—indeed, it was dangerously high. But
they should move together, and always had. They are connected by
pipes, and the pressurizer is supposed to control the pressure in the cool-
ant system; that is what it is there for. If pressure is up in the pressurizer,
and it is connected to the core, it should be up in the core.

Perhaps the dials were wrong. It sometimes happens. But which one?
If the reactor dial was correct, and pressure was falling in the reactor,
there must be some large anomaly, because there was plenty of water
going into the core through the reactor coolant pumps, which were still
running, and through the high-pressure injection that had just started.
Even if there were a small pipe break somewhere, the reactor coolant
pumps would ensure that the core would remain covered even without
HPI. With all this water going in, how could the pressure fall? On the
other hand, since the operators knew that the emergency feedwater
pumps came on (but not that they had nothing to pump because of the
closed valves), they thought that the secondary cooling system should be
cooling the core, so pressure in the core would be falling. But if it were,
why did HPI come on? Perhaps the reactor pressure dial was wrong.

The other dial was a serious source of concern. The high pressure in
the pressurizer eliminated a safety margin, and all instructions said the
pressurizer should not be flooded. It stood between the operators and the
possibility of a loss of coolant accident, a LOCA; because if there were no
steam at the top, a pressure surge could lead to a pipe break. They could
see the connection between HPI and the high pressure reading in the
pressurizer. High-pressure injection was flooding the core and sending
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water up to flood the pressurizer. So they cut back on it drastically (they
“throttled back on the makeup valves”). Pressure in the pressurizer, sure
enough, came down, relieving the danger of going solid.

What they didn’t know, and couldn’t know, was that with the PORV
open and the two feedwater valves blocked, preventing the removal of
residual heat, they already had a 1.OCA, but not from a pipe break. The
rise in pressure in the pressurizer was probably due to the steam voids
rapidly forming because the core was close to becoming uncovered. They
thought they were avoiding a LOCA when they were in one and were
making it worse. With the PORY stuck open, the danger of going solid in
the pressurizer was reduced because the open valve would provide some
relief. But no one knew it was open.

The Kemeny Commission thought the operators should have known,
and berated them in its report—they were “oblivious” to the danger; two
readings “should have clearly alerted” them to the LOCA; “the major
cause of the accident was due to inappropriate actions by those who were
operating the plant,” they said in their final report.3 Babcock and Wilcox
agreed; this was the sole cause of the accident, they argued in a press
conference. The British Secretarv of State for Energy was less diplo-
matic—the accident was caused by “stupid errors,” he said.*

Actually, there were three readings that should have indicated a LOCA
to the operator, and it is a lesson in the fate of warnings to examine
them. First, we should note that a LOCA is the most feared of the proba-
ble accidents in a plant, for it means the core can melt, and in what are
called worst-case analyses could cause a steam explosion and rupture the
vessel, spewing radioactivity. Even without a steam explosion, the ex-
treme heat of uncontrolled fissioning could breach containment. LOCA
will occur when the water level drops below the level of the fuel rods, and
they overheat. But there is no direct measure of water level in the core in
the Babcock and Wilcox reactors. One could be put on, said a Babcock
and Wilcox official during a press conference, but it would be hard to pro-
vide and would create other complications.5 One hesitates to penetrate the
core more than needed, and it would be hard to measure surging water
under high pressure, about to flash into steam. So, let’s examine the
indirect measures.

One device measured drain tank pressures. But it is not considered a
particularly vital indicator by the designers, and is located on the back
side of a 7-foot high control panel, near the bottom. Not suspecting they
were in a LOCA, no one bothered to examine it (though the record is
vague on this question). Another indicator showed the temperature of
the drain tank; with hundreds of gallons of hot coolant spewing out and
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going to the drain tank, that temperature reading should be way up. It
was indeed up. But they had been having trouble with a leaky PORYV for
some weeks, meaning that there was always some coolant going through
it, so it was usual for it to be higher than normal. It did shoot up at one
point, they noted, but that was shortly after the PORV opened, and when
it didn’t come down fast that was comprehensible, because the pipe heats
up and stays hot. “That hot?”” a commissioner interrogating an operator
asked, in effect. The operator replied, in effect, “Yes; if it were a LOCA 1
would expect it to be much higher.” It was not the LOCA they were
trained for on the simulators that are used for training sessions, since it
had some coolant coming in through an emergency system, and some
coming in through HPI, which was only throttled back, not stopped.
Their training never imagined a multiple accident with a stuck PORYV,
and blocked valves. Well, what about the drop in pressure in the core
itself; surely this would indicate that the coolant was getting out some-
how. But the operators discounted that indicator as erroneous or simply
mysterious because it contradicted the one next to it, the pressurizer
indicator, which was rising. A supervisor testified:

I think we knew we were experiencing something different, but I think each
time we made a decision it was based on something we knew about. For
instance: pressure was low, but they had opened the feed valves quickly in the
steam generator, and they thought that might have been “shrink.” There was
logic at that time for most of the actions, even though today you can look back
and say, well, that wasn’t the cause of that, or, that shouldn’t have been that
long.* '

We will encounter this man’s dilemma a few more times in this book;
it goes to the core of a common organizational problem. In the face of
uncertainty, we must, of course, make a judgment, even if only a tenta-
tive and temporary one. Making a judgment means we create a “mental
model” or an expected universe.

Suppose you get an ambiguous order from your boss. You don’t know
if you should do A or B because the order could mean either. Alternative
A would be correct if something were terribly wrong or if the situation
were quite unusual. B would be correct if it were a situation that had
occurred a few times before and was not all that serious. You decide she
must have meant B. This alternative has been used before, and is easy to
carry out. To do it you perform steps 1, 2, and 3. Still uncertain, you
check the consequences of each. After step 1, certain things should hap-
pen, and they do. The same with steps 2 and 3. Despite the fact that this
is no proper test of the appropriateness of alternative B rather than A, it
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serves to “confirm” your decision. In so believing, you are actually creat-
ing a world that is congruent with your interpretation, even though it
may be the wrong world. It may be too late before you find that out.

The operators at TMI were faced with this dilemma. Alternative A,
believing in the core pressure indicator, would mean that the core was
being uncovered. Uncovering the core is unheard of; it had never hap-
pened in a large (over 750 megawatts) commercial light water reactor in
the 380 or so “reactor years” of large commercial light water reactor
operation. (A reactor year measure adds together the number of years
each reactor has operated. For reactors of around 1,000 Mws, the more
appropriate comparison, there were only about thirty-five reactor years of
operating experience). Believing the B gauge rather than the A one (or
attributing A to some temporary phenomenon) was soon confirmed —
pressure dropped in the pressurizer after HPI was cut back. The other
anomolies were accounted for in rapid fashion. Since the light showed the
PORY had shut, the pressure decline in the core could be due to “cold
shock” (from the two-minute burst of HPI fluid), or it could be a faulty
reading. There had been faulty readings in the past; the drain tank temp-
erature was one example.

Besides, about this time—just four or five minutes into the accident—
another more pressing problem arose. The reactor coolant pumps that
had turned on started thumping and shaking. They could be heard and
felt from far away in the control room. Would they withstand the vio-
lence they were exposed to? Or should they be shut off? A hasty confer-
ence was called, and they were shut off. (It could have been, perhaps
should have been, a sign that there were further dangers ahead, since they
were “cavitating”—not getting enough emergency coolant going through
them to function properly.)

In the control room there were three audible alarms sounding, and
many of the 1,600 lights (on-off lights and rectangular displays with some
code numbers and letters on them) were on or blinking. The operators did
not turn off the main audible alarm because it would cancel some of the
annunciator lights. The computer was beginning to run far behind sched-
ule; in fact it took some hours before its message that something might be
wrong with the PORYV finally got its chance to be printed. Radiation
alarms were coming on. The control room was filling with experts; later
in the day there were about forty people there. The phones were ringing
constantly, demanding information the operators did not have.

Two hours and twenty minutes after the start of the accident, a new
shift came on. The record is unclear, but either the new shift supervisor
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decided to check the PORYV, or an expert talking with a supervisor over
the telephone questioned its status, and the operators discovered the
stuck valve, and closed a block valve to shut off the flow to the PORV.
The operator testified at the Kemeny Commission hearings that it was
more of an act of desperation to shut the block valve than an act of
understanding. After all, he said, you do not casually block off a safety

. system. It was fortunate that it occurred when it did; incredible damage
had been done, with substantial parts of the core melting, but had it
remained open for another thirty minutes or so, and HPI remained
throttled back, there would probably have been a complete meltdown,
with the fissioning material threatening to breach containment.

But the accident was far from over. New dangers appeared every few
hours. Thirty-three hours into the accident another unexpected and mys-
terious interaction occurred. Confusion still reigned when the first sign of
the famous hydrogen bubble appeared; the bubble threatened the integrity
of the plant for the next few days. Again we have a lesson in the meaning
of warnings, and in the difficulty that even experts have in understand-
ing such a complex human-made system as a nuclear plant. Here is the
background:

The fuel rods—36,816 of them—contain enriched uranium in little
pills, all stacked within a thin liner, like the cigarette paper around to-
bacco, only about 12 feet long. Water circulates through the stacks of rods
and cools the cladding so it won’t melt. When they get too hot, though,
the liner, or “cladding,” can react with the water in a zirconium-water
reaction. This consumes oxygen, thus freeing hydrogen, making hydrogen
bubbles, which then can make pockets of hydrogen gas if there is room
for them, and a dandy explosion if there is also a bit of oxygen and a spark.

It is not a well-understood aspect of nuclear engineering, I take it.
Three years before the accident, when a nuclear physicist from the Uni-
versity of Pittsburgh mentioned the danger in the Bulletin of the Atomic
Scientist,” a nuclear physicist from Pennsylvania State University wrote
a scoffing rebuttal, saying the matter had been well studied and there was
no danger.! We might put this quarrel down to the traditional rivalry
between these two universities and treat it as insignificant, except that
the latter, scoffing, scientist turned out to be the advisor on nuclear power
production to Governor Thornburg of Pennsylvania, and was in the thick
of the expert advice at TMI. After TMI President Reagan appointed him
Chairman of the Nuclear Regulatory Commission. Contrary to industry
pronouncements, there is still a good bit of mystery about atomic power
plants, and this was an unfortunate case, since it was hours or days

29



NORMAL ACCIDENTS

(depending upon whose testimony you wish to believe) before the bubble
was conceived by the experts. Thus, the operators might be forgiven for
ignoring yet another signal that something was drastically wrong, the
“spike.”

Here is how the warning occurred. At 1:00 p.M. Wednesday, thirty-
three hours into the accident, there was a soft but distinct bang heard in
the control room. This is not the kind of thing you expect or like to hear.
A quick glance showed that the reading of the amount of pressure in the
containment building—the building that holds the core vessel itself, and
the pressurizer, drain tank, sump pump, pipes, electrical connections, et
cetera—had jumped suddenly. In fact, the pressure spike had reached
half the design limit for the building (if the pressure had been twice as
high, the building might have cracked). Here the story gets murky. The
operator, interviewed by the President’s Commission, said, “We kind of
wrote it off at the time as possibly instrument malfunction of some sort.”
This was not an unreasonable conclusion, since instruments were mal-
functioning. “We did not have a firm conclusion regarding the spike,” he
went on, “since it appeared and went away with such rapidity.”*

But another story has it that someone on the floor—there were per-
haps twenty people there—knew that there had been a hydrogen explo-
sion. Fearing another pocket of gas might appear and be ignited by a
spark, he asked another operator not to restart a failed pump. The opera-
tor replied, “I already have.” (Pumps have motors; they are big and
make sparks.) That means, the first fellow said, that we don’t have more
hydrogen.!® That is, he knew there had already been one hydrogen
“burn.” If this story is true, a lot of people went through the rest of the
day ignorant of a vital piece of information.

Why worry? Because with more hydrogen being produced, the gas
might find other ways to be vented from the core—whose condition was
unknown to the personnel—and collect in the containment building.
With pumps starting and stopping and other activity, a spark could easily
be available, and the containment building had oxygen in it. If the hydro-
gen managed to collect in a spot near a lot of equipment and explode
there, the pressure force could send missiles flying. (Indeed, three years
later they found the huge crane required to lift off the top of the reactor
vessel had been damaged by missiles from the explosion; two engineers
protested the crane was not safe enough to use and were fired.!!) Evena
small explosion might pierce a cable or two and cause a short circuit,
shutting off the emergency cooling, or rupture a pipe, causing a more
rapid LOCA, and so on, though the design does take into account the
possibility of “guillotine” accidents where pipes enter the containment
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wall. Even after the PORV was closed, the build-up of hydrogen in the
core vessel itself is extremely dangerous, because its bubble can prevent
the flow needed for cooling. The hydrogen will not explode there, but it
need not explode to be dangerous.

Of such complexities is the normal accident made. For all but one
operator, presumably, and for all the experts, the pressure spike and the
hydrogen bubble were incomprehensible. To understand the accident,
they would have had to know that the core was seriously uncovered, and
that a zirconium-water reaction was likely (a possibility disputed by an
expert), and would have had to recall that the PORV had been open,
allowing the hydrogen to get out of the core vessel into the building that
contained it. These are not expected sequences in a production or safety
system; they are multiple failures that interacted in an incomprehensible
manner—for all but at least one person, who, incredibly enough, wasn’t
talking, or didn’t examine the implications of his hunch. A warning such
as the spike is only effective if it fits into our mental model of what is
going on. As with the “warnings” of Pearl Harbor, it can get swamped by
the multitude of signals that fit our expectations, and thus be discounted
as “noise” in the system.

That’s enough on the accident for now. We will return to Harrisburg a
few more times. But first we should pose a question that may have been
bothering you: If this is typical of a nuclear plant, why have we had only
one TMI? Or is this just a bad apple in the nuclear barrel? In the next
chapter I will try to show that TMI isn’t unusual, and yet indicate why
there has been only one TMI. In Chapter 3, we will have to examine our
language and define major terms such as complexity, coupling, and ca-
tastrophes. Thus equipped, we will be ready to journey through other
systems in subsequent chapters, exploring ways to prevent such threaten-
ing accidents as the near meltdown at TMI. For example, wouldn’t better
organization help, or more money and resources for better people and
equipment? Not much, I shall argue.
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CHAPTER 2

Nuclear Power as a
High-Risk System:
Why We Have Not Had
More TMIs-But Will Soon

Why haven’t we had more Three Mile Islands? If nuclear power is so
risky, why has no one been killed by radiation exposure as a result of a
nuclear power plant accident? If the safety systems have worked so far,
nearly twenty years into the nuclear power age, why call this a high-risk
system? One answer is that the “defense in depth” safety systems have
worked, limiting the course of accidents. We shall examine these safety
systems briefly. But a more accurate and less reassuring answer is that we
simply have not given the nuclear power system a reasonable amount of
time to disclose its potential. We do not really have twenty years of
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experience, but very little—too little, by most industrial standards, to
make a reasonable assessment of the risks.

The nuclear industry does not agree that it lacks experience. Therefore,
we must journey into the heart of industry experience, taking a close look
at some serious accidents, some trivial ones, problems of reliability and
management, and above all, the special characteristics of the nuclear
power system. This will give us the necessary tools, in the form of ideas
or concepts, to enter, in later chapters, the world of other high-risk sys-
tems that someone has decided we cannot live without.

Operating Experience

We have not given the nuclear power generation system enough time to
express itself; and we are only just beginning to uncover the potential
dangers that make any prediction of risk very uncertain. We are about
twenty years into the era of commercial plant operation, but our experi-
ence is not all with one type or size of plant. Indeed, the oldest plant in
operation in 1982 was a 430 megawatt (Mw) reactor operating more or
less continuously since 1967. We do not build this size any more, so its
sixteen years of operating experience is of somewhat limited value.

The small plants of around 400 Mws are different in many respects -
from the larger ones of around 1,000 Mws; changes in scale produce
surprising results. For example, the larger plants appear to be less reli-
able; there is more downtime after the first two or three years. In addi-
tion to size, there are two different types of U.S. reactors, the pressurized
water reactors (PWR) and the boiling water reactors (BWR). Experience
accumulated in one does not necessarily enable us to judge the reliability
of the other; some aspects are similar, some different. In addition to size
and type, there are four different U.S. manufacturers. General Electric
builds only BWRs, while Westinghouse, Babcock and Wilcox, and
Combustion Engineering all build PWRs. The designs differ, of course,
limiting the accumulation of experience to some degree.

Thus, to say, as proponents of nuclear power often do, that we have
500 “reactor years” of experience with commercial plants (summing up
the number of plants times the number of years each has been operating)
is quite misleading. There is no consensus on what would be adequate
experience for such a complex and novel transformation process as con-
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trolled nuclear fission creating steam that drives turbines; there are thou-
sands of years operating experience with large turbines, but very little
with nuclear fission. The condensate polisher problem on the turbine
side of the plant at TMI would have been trivial in a coal fired plant but
was not in a nuclear plant. We have been building large pressure vessels
since the late nineteenth century, but are only beginning to learn the
problems with welded stainless steel vessels 40 feet high that are bom-
barded with neutrons. Every few months new problems appear in nuclear
plants, including the failure of supposedly failure-proof emergency scram
systems. At the time of TMI we had only thirty-five years experience
with reactors the size of Unit 2; that is infancy for a system of this size
and complexity.

The first order for a commercial plant that was not in part a demon-
stration project was placed in 1963. Before that plant was even operating,
the boom was on. By the end of 1967 there were seventy-five plants on
order; in 1966-67 alone, forty-nine firm orders were placed.! More im-
portant, by 1968 the utilities were taking orders for plants six times larger
than the largest in operation. This extrapolation, from the size of a plant
one has some experience with to another six times larger, is very unusual
for large, complex installations.

Bupp and Derain, who give the history of commercial reactor develop-
ment, note that “electric power generation was an industry which had
previously operated on the belief that extrapolations of two to one over
operating experience were at the outer boundary of acceptable risk.”?2 By
1967, cumulative operating capacity, a measure of experience, was only
3.5 percent of ordered capacity, rather than two to one. In short, no one
knew if the seventy-five plants on order would ever work. They also did
not know what the capital costs of building them would be. The plants
completed in 1975 were about three times the cost per kilowatt pro-
duced, in constant dollars, of those completed only five years earlier.
“The learning that usually lowers initial costs has not generally occurred
in the nuclear power business. Contrary to the industry’s own oft-repeated
claims that reactor costs were ‘soon going to stabilize’ and that ‘learning
by doing’ would soon produce cost decreases, just the opposite
happened.”3

The technical learning curve with these plants (sometimes called “light
water” plants) also failed to materialize, according to the study just
quoted. “After more than a decade of experience with large light water
nuclear power plants, important engineering and design changes were
still being made. This is contrary to experience with most other complex
industrial products.”* After a decade the major problems of well-de-
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signed systems should be far behind, but not in this case. The reason, the
authors believe, is the haste with which untried designs were ordered,
and the stubborn refusal “to face up to the sheer technical complexity of
the job that remained even after the first prototype nuclear power plants
had been built in the mid- and late 1950s.”5 Nor was this due to a stodgy
industry “boiler business” mentality. The utility industry had been one
of the great growth areas in the postwar American economy. Energy
production was doubling every nine or ten years, and operating costs
were declining steadily, largely as a result of technological progress. Gen-
erating costs declined as fossil plant sizes increased and as improvements
in operating efficiency continued. It was not a technologically stagnant
industry. But it was unprepared for the technological complexities of
controlled fission. New complexities are now being realized (and publi-
cized) almost monthly. In time, it seems, the problems for which TMI
was an early precursor will unfold in more TMIs.

For example, steam generators are a problem with all power plants; the
pipes rust. Special care and materials are used in nuclear plants, but in
1981 it appeared that seventeen reactors, some only five or six years old,
had serious rusting problems. The repairs on two plants owned by the
Virginia Electric Power Company cost a total of $112 million. Rusting is
a special problem in nuclear plants since the thin tubes in the generators
are immersed in water continuously, and leaks will allow radioactive
water to get in the secondary (nonradioactive) cooling system. Various
steps were taken to reduce the rust, but apparently without success in
some plants.t The point is, in a nuclear plant leaks in the generator are
failures that can interact with other failures, and thus be a source of
system accidents; repairs to such a system can be enormously expensive '
(in contrast to a conventionally fueled power plant); and there was no
way to anticipate these problems in a new technology with such large
design and construction lead times.

More serious is the problem of core embrittlement. The bombardment
of the containment vessel by the nuclear reaction going on within it has
had a greater impact than anticipated. The 40-foot stainless steel vessel is
designed to last 40 years, but there are already potential brittleness prob-
lems in forty-seven plants, the Nuclear Regulatory Commission (NRC)
announced in 1981, and of these, thirteen have serious problems. One of
these is only three years old; three others, four years old. The problem is
that the core is very hot—about 550° E—and if you have an emergency
and must force thousands of gallons of cold water into the core, the
inside of the 8-inch-thick vessel will shrink faster than the outside, creat-
ing cracks. In an accident, the pressure must be kept high, further strain-
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ing the core. These problems apply to PWR systems only, but PWRs
account for two-thirds of the operating reactors in the U.S.’

These are technical reasons why we have not had sufficient time to
have a truly serious nuclear accident—the system is quite new and has
not been given a chance to reveal its full potential for danger. Unknown
potential cannot be corrected, except by running the plants and taking
the risks; without experience, we cannot be sure of the potential for dam-
age inherent in the system’s characteristics.

The Construction Problem

There are other problems that are not so directly related to the techno-
logical nature of the system, but rather to the nature of the utility and
construction industries. Several wecks after TMI, the NRC reported on a
continuing study of earthquake protection measures at operating plants.
At that point they had identified thirty-five plants with “significant dif-
ferences” between the way they were designed and the way they were
built. This raised questions about “the whole procedure for checking
plants,” one NRC official said.® Since there is only about one engineer
from the NRC to watch over each plant in construction, there is “almost
complete reliance on the utility and its contractor to monitor themselves
and report on deviations from acceptable standards,” said a General
Accounting Office report of the previous year.® One would think that
reliance on the utility would be adequate, since it is the utility that owns
the plant, not the government. But enough stories have appeared to ques-
tion whether it is possible to rely cn anyone to build safe nuclear plants.

For example, at the Marble Hill nuclear project in Madison, Indiana, it
took affidavits filed by workers and former workers to alert the NRC to
the fact that, as John Emshwiller puts it in his Wall Street Journal article,
“the builders can’t seem to get the hang of pouring concrete.” !0 So far,
500 voids (some up to 180 cubic feet in size!), had been found in the
concrete structures. Workers were ordered to do cosmetic patching jobs
in order to get them past inspection. At another plant, the Brown and
Root construction firm was accused of intimidating federal inspectors, in
one case putting the inspector into the hospital for two days. On the
other hand, engineers have resigned in protest from the NRC, charging
coverups and intimidation by the NRC itself. The NRC was informed of
falsified documents regarding the inspection of a safety system at one
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midwestern plant, but, according to the NRC administrator, he ignored
them. Three months later two employees went public with the docu-
ments, and the NRC promised to investigate.!!

Perhaps the most striking testimony on unsafe construction in this
business is the Diablo Canyon case. Diablo Canyon, in central Califor-
nia, has been waiting for several years to be allowed to operate. After
construction was underway, an earthquake fault was discovered a short
distance from the site and extensive earthquake protection was required.
A little more than a week before the plant was scheduled to open (after
some dramatic protests from anti-nuclear groups and local residents and
1,600 arrests), a diffident, 25-year-old engineer for Pacific Gas and Elec-
tric Co., owners of Diablo Canyon, was staring at some drawings of a
part of the plant. The drawings divided the floor of the containment
building into five segments, and showed the location of some heavy
equipment (fan coolers). Something about the drawings bothered him.
“Just out of curiosity, I pulled some detailed cutaway engineering draw-
ings out of the file—drawings that showed the actual placing of those
coolers, and the two diagrams didn’t match. It didn’t make sense.”!? He

“insisted that he was not looking for flaws; his discovery was accidental.

What he found was that in 1977 the utility had mistakenly sent the
wrong set of diagrams to its seismic engineering consultants, who were to
provide seismic shock calculations to be used in strengthening the vul-
nerable parts of the plant. Instead they sent the diagrams for a second
reactor, still under construction, which was the mirror image of the Dia-
blo Canyon reactor about to be retrofitted. The work was performed, and
many parts were needlessly reinforced, while others, which should have
been strengthened, were left untouched.!® Subsequent investigations
turned up no fewer than 111 other flaws in the construction of this $2.5
billion reactor, and by the end of 1982 it was still not operating.

Shoddy construction and inadvertent errors, intimidation and actual
deception—these are part and parcel of industrial life. No industry is
without these problems, just as no valve can be made failure-proof. Nor-
mally, the consequences are not catastrophic. They may be, however, if

-you build systems with catastrophic potential. No less an authority than
former reactor designer and former Dean of the Engineering College at
Pennsylvania State University, Nunzio J, Palladino, appointed Chair-
man of the Nuclear Regulatory Commission in 1981, remarked in de-
cember of that year:

During my first five months as NRC chairman a number of deficiencies at
some plants have come to my attention which show a surprising lack of profes-
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sionalism in the construction and preparation for operation of nuclear facili-
ties. The responsibility for such deficiencies rests squarely on the shoulders of
management. . . . There have been lapses of many kinds—in design analyses
resulting in built-in errors, in poor construction, in harassment of quality con-
trol personnel and inadequate training of reactor operators.!4

Safer Designs?

If the plants are not built well, and we do not have enough operating
experience to assure us the design and equipment are safe, could we turn
to other, safer designs? Are there safer designs? Apparently there are,
though it is well beyond my capacities and the argument of this book to
be confident about this. The Canadian reactor, the CANDU, is said to be
slower, more “forgiving,” and less tightly coupled than our PWRs and
BWRs. Operators have more time to take action, and can take more
actions. This has not prevented Canada from having some nuclear acci-
dents, but I gather they are less serious than those we have suffered. But
the Canadian plants are also smaller and less efficient than ours.

Some engineers believe we missed the boat in not investing more
heavily in the gas-cooled reactor, considered to be safer. A small com-
mercial one was built, but has been shut down for some time, though the
utility—Pennsylvania Electric—indicates it still wants to keep alive the
possibility of developing gas-cooled reactors because of their increased
margin for safety. A second, larger one recently began operation in an-
other utility. A sodium-cooled breeder reactor is operating in France and
a much larger one is being built there. These produce more fuel than they
use, which is useful since the world supply of uranium is quite limited.
But the technology of sodium-cooled breeder reactors is very new and
some feel the dangers of radioactive sodium far exceed the dangers from
light water reactors—PWRs and BWRs. We shall encounter this later in
the chapter when we examine our experience with the Fermi breeder
reactor. There are other designs, but there is no evidence that any nuclear
reactor designs are significantly less complex and interactive, or signifi-
cantly less tightly coupled than the light water ones we have been con-
cerned with.

There is a good reason why our dominant design, the pressurized light
water reactor (PWR), was adopted, even though heavy water reactors
(CANDU), gas-cooled reactors, and perhaps other designs might be bet-
ter. In the 1950s the U.S. government was very anxious to find peaceful
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uses for atomic energy, and, in particular, to develop atomic power pro-
duction. The reasons for the government’s haste are in dispute at this
writing, but it certainly was not an expected power shortage or increase
in energy costs. In fact, cheap oil and gas was driving out small hydro-
electric dams in the northeast and the popular solar hot water heaters
found in the south. The government had to offer large incentives to
private utilities, and when that did not work, to threaten them with the
prospect of socialized power—federal atomic power plants on the TVA
model across the country—before the utilities would build them. The
government had on hand a design for a reactor; it was being built for
submarines. Such a reactor is very compact, very responsive, and can
easily be refueled once a year when the submarine returns to port and
does not need the power.

None of these characteristics were appropriate to utility installations;
indeed, for these, the size, responsiveness, and refueling cycle of subma-
rine reactors are counterproductive. A company does not want to have to
shut down its plant each year for refueling, because replacement power
has to be bought, and since it generally comes from the least efficient
generating sources that are maintained only for peak loads (gas and oil
plants with small output), it is very expensive. Compactness is not a
requirement at a plant site. Responsiveness is not necessary since these
are “base-load” installations, designed to handle the bulk of demand on
a steady basis, rather than requiring fluctuations, and they do not need to
come up to power or cool down quickly. Nevertheless, the firms that
built and sold nuclear plants took over the designs for the submarine
systems and modified and greatly enlarged them. There appears to have
been a rush to get into the business. Indeed, the first “turnkey” plants—
the vendor builds it and “turns” the key over to the utility—were sold at
substantial losses in order to get established in the industry. It is a good
example of a technological “push” rather than a demand “pull.” This
unseemly haste has left us with a particularly complex and tightly cou-
pled design, and a design that was assumed to be capable of being scaled
up in-size without any serious complications.

Even if there were a technological breakthrough, and a much safer
design were available, it is very unlikely that one would be built in the
United States in the next decade or two. We have about seventy operat-
ing reactors now, and perhaps fifty more that might begin operating in
the next few years (unless the rate at which they are being cancelled
increases), according to an NRC commissioner.!S Even the most enthusi-
astic proponents do not anticipate more than 120 reactors operating in
the next five or so years. A new design would not attract much interest in
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the financial community; utilities generally find themselves with excess
capacity because the rise in demand for electricity, for decades a stable 7
percent, has dropped steadily since 1974 to 1.7 percent in 1981. Further,
it would take over ten years to design and build a new facility, even if it
were significantly less complex than those we have now. Thus, we will
have to live with the plants we have, safe or not; new, dramatically safer
ones do not appear to be in the offing, and probably will not be built for a
long time to come. Note that I am not saying there could never be a
nuclear plant that was not highly interactive and tightly coupled (though
I suspect the nature of the transformation process involved in this kind
of energy production makes that impossible) but only that we shall not
see one for many years. And we shall continue to see our existing and
nearly ready plants for a longer time—perhaps forty years, if they live up
to industry predictions.

Defense in Depth

There is yet a quite different answer to the initial question posed in this
chapter: Why have there not been more accidents resembling TMI if
these systems are all that dangerous? So far I have argued that we have
not given them time. The design and construction flaws will not appear
immediately nor in every reactor. But is it not possible that the “defense
in depth” is working—that containment buildings do contain; that emer-
gency core cooling systems do cocl; that even if some unanticipated ra-
dioactivity escapes, the plants are sufficiently far from highly populated
centers to reduce the risk to negligible proportions? Yes, but the situa-
tion, while reassuring, is not wholly so, because the possibilities for sys-
tem accidents that evade these defenses still exist. Let us look at each of
the defenses.

We can be glad that we have containment buildings. These are con-
crete shells that cover the reactor vessel and other key pieces of equip-
ment, and are maintained at negative pressures—that is, at a lower air
pressure than the atmosphere outside of them—so that if a leak occurs,
clean air will flow in rather than radioactive air flowing out. The Soviet
Union, which did not begin a large nuclear generating program until
about 1970, is far less concerned about the chance of large accidents, so
they did not build containment structures for their early reactors, nor do
they yet require emergency core cooling systems. Had the accident at
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Three Mile Island taken place in one of the plants near Moscow, it would
have exposed the operators to potentially lethal doses, and irradiated a
large population.

At TMI, the hydrogen explosion (or “burn’) that took place in the
containment building generated a pressure surge equal to one-half that
which the building was designed to handle. The building was built this
strong only because the state of Pennsylvania insisted that it meet the
criterion of being able to withstand a direct hit from a jet airliner (it is
close to the Harrisburg airport). The initial plans did not call for this.
Even if the building were not reinforced, it is unlikely, I am told, that the
hydrogen burn would have breached containment and allowed the radio-
active particles to escape. However, such a disaster might occur in a
plant with all those flaws in the concrete we heard of, the explosion
might have taken place thirty minutes later when there would have been
much more hydrogen to burn; and it could have happened in a part of
the building where more missiles would have been created, which could
have ruptured the many penetrations required in the building for con-
trols and pipes. While containment is absolutely necessary, it may not be
sufficient. It can be ruptured.

We almost had a good test of the ability of the concrete containment
structure to withstand an airplane crash in 1971. A B-52 bomber was
flying a routine practice flight near Charlevoix, Michigan, on the shores
of Lake Michigan. Bombers and fighter-bombers from a nearby Strategic
Air Command base routinely flew low-level (1,000 foot) sorties directly
over the plant, despite Air Force instructions to stay clear. This time the
plane was heading directly toward the reactor when it crashed, skipping
off the surface of the water, and raising a fireball 200 to 600 feet in the
air. A Grymman aerospace official suggested that it might have flown
into radioactive gases from the plant’s stack, which could interfere with
the plane’s electronics. The plane was two miles, or about twenty seconds,
short of crashing into the plant and testing containment. 6

Fortunately, we tend to build our plants in sparsely populated areas,
though they are generally near big cities. The ideal spot for a nuclear
plant cannot exist. It should be far from any population concentration in
case of an accident, but close to one because of transmission economies;
it has to be near a large supply of water, but that is also where people like
to live; it should be far from any earthquake faults, but these tend to be
near coastlines or rivers or other desirable features; it should be far from
agricultural activities, but that also puts it far from the places that need
its power. The result has been that most of our plants are near popula-
tion concentrations, but in farming or resort areas just outside of them.
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The Indian Point nuclear stations, for example, are on the Hudson Riv-
er, but just thirty-five miles upwind of Manhattan. The owner of one of
the plants there, Consolidated Edison, once proposed building a nuclear
plant in the middle of Queens—truly one of the most densely populated
areas in the United States. Some plants are built on earthquake-prone
coastlines, others on rivers that supply fresh water for large cities and for
irrigation. Some people have suggested isolated reactor parks, where sev-
eral nuclear plants will be built, with long transmission lines to populat-
ed areas. But an accident in one of the plants might require the abandon-
ment of the adjacent plants in the park (and thus possible additional
accidents).

Despite all these problems, semi-remote siting has no doubt increased
the safety of nuclear plants. Many have had small emissions of radioac-
tive materials as a result of accidents, Were they located in Queens, the
long-term dangers would be higher. Furthermore, though it is said to be
minuscule by almost all experts, the plants do release radioactive materi-
als to the environment in the course of normal operation. The farther
you are from that, the better.

Finally, there is the Emergency Core Cooling System (ECCS). Should
there be a danger of a core melt, this system will flood the core with
water, cooling it. It is in the nature of the beast that we cannot use full-
scale testing to see how effectively ECCS will work. In a series of tests
with a 9-inch model reactor core, all tests failed.!” Some critics, such as
the Union of Concerned Scientists, believe that as presently constituted,
ECCS is an inadequate safeguard. At the Browns Ferry nuclear station,
the fire that shut down two reactors and burned out of control for several
hours rendered the ECCS system inoperative. Fortunately, other means
were used to prevent massive fuel melting. The assessment of the ECCS
made in the most ambitious safety study commissioned and carried out
by the Atomic Energy Committee (forerunner of the NRC), the Reactor
Safety Study (RSS or WASH 1400, or Rasmussen Report as it is various-
ly referred to), failed to consider that anything else might be wrong in a
plant when there was an emergency that required ECCS. That is, the
study ignored the possibility that there could be a variety of failures that
in themselves would defeat this safety device. For example, steam gener-
ators are a continuous problem with nuclear plants; should many of the
tubes in them fail in an accident, so would ECCS. There are also prob-
lems with other major subsystems. The integrity of the reactor vessel
itself has been questioned, drawing upon industrial experience with ves-
sels in nonnuclear systems.!® Finally, in 1981 half the Browns Ferry con-
trol rods failed to drop on command, and in 1983 the automatic shutdown
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system at the Salem plant in South Jersey failed twice. Both events were
assumed to have extremely low probability; both could easily defeat the
ECCS. /

It is true we can be glad that containment, siting, and major emergency
systems exist to reduce the dangers. No doubt there would have been
more severe accidents without them. But they are unlikely to prevent all
future disasters. Siting is not remote enough; containment is vulnerable
to hydrogen explosions, missiles, and faulty construction; and the “de-
fense in depth” major emergency systems such as ECCS are defenses
with perhaps not that much depth.

Trivial Events in Nontrivial Systems

Nothing is perfect; every part of every system, industrial or not, is liable
to failure. Common, run-of-the-mill industrial plants have a steady run
of unremarked failures. The more complicated, highly engineered con-
tinuous processing plants, such as chemical, pharmaceutical, and some
steel processing plants, are no exception. The more complicated or tight-
ly coupled the plant, the more attention is paid to reducing the occasion
for failures, but as I shall argue in the next chapter, this can never be
enough. If we add catastrophic potential, as we must with nuclear plants,
the everyday failures should not go unremarked. They now become sig-
nificant. What I will be reporting in this section would not even make a
news story in the plant paper, let alone the New York Times and the like,
if it did not occur in a nuclear plant. In fact, not until after Three Mile
Island would most of these incidents even be picked up by the daily
paper.

Utilities are quite sensitive to this unwanted and “unjustified” scruti-
ny, but we should be sensitive to trivial events in nontrivial systems. I
will start with some trivia, to show the course of consequences in these
expensive systems, and then proceed to a few of the famous accidents.
Keep in mind that these types of mishaps go on all the time in most
organizations; we are being unrealistic if we are surprised that they go on
in nuclear plants.

Let’s start with a trivial event like the ones that plague us all. In 1980 a
worker in the North Anna Number 1 plant of the Virginia Electric and
Power Company (VEPCO) was cleaning the floor in an auxiliary build-
ing. His shirt caught on a 3-inch handle of a circuit breaker protruding
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from a wall. He pulled it free, and apparently was unaware that in doing
so he activated the breaker. This shut off the current to the control rod
mechanism, and the reactor scrammed (shut off) automatically. This
trivial event caused a four-day shutdown, which cost consumers several
hundred thousand dollars. Fortunately, the weather was mild, so de-
mand was low. The executive vice president of VEPCO termed the acci-
- dent embarrassing, but suggested there was a fortunate lesson for us all:
The incident “clearly demonstrates the sensitivity of nuclear station sys-
tems to the slightest deviation from normal and the ability of these sys-
tems to perform safely as designed in immediately stopping the unit.”!?
Shutting off current to a major safety system is hardly a slight deviation
from normal, and that it can be done so casually suggests an undue
degree of sensitivity.

Piping is always a problem in any plant. In a nuclear plant this prob-
lem is a bit more severe. During the TMI accident, operators sent radio-
active water to the wrong places because the plumbing was so complex
and pressures could cause reverse flows. At one plant a small error sent
radioactive waste water into the drinking water system that went to the
fountains!

Clams are another problem. The filters used on cooling water intake
systems from rivers and bays do not keep out the clam larvae, which
then lodge in the cooling pipes iri the plants and begin reproducing.
Eventually, the pipes become clogged with thousands of clams. A report
on one plant in Arkansas suggested a week-long shutdown to remove
them. Clams foul non-nuclear plants too, but stopping and starting them
is not as dangerous.

Even changing light bulbs has its dangers in these highly engineered,
complex systems. In 1978 a worker changing a light bulb in a control
panel at the Rancho Secco 1 reactor in Clay Station, California, dropped
the bulb. It created a short circuit in some sensors and controls. Fortu-
nately, the reactor scram controls were not among those affected, and the
reactor automatically scrammed. But the loss of some sensors meant the
operators could not determine the condition of the plant, and there was a
rapid cooling of the core. As we have already noted, normally the inside
temperature of the reactor vessel is at 550° £ Within an hour it had
dropped to 280°. The colder, internal walls tried to shrink but the hotter,
external ones would not allow shrinkage. This put strong internal stresses
on the core. Meanwhile, to prevent a meltdown of the fuel rods, the
internal pressure must remain high—2,200 pounds per square inch—
while the temperature must drop. At the lower temperature of 280°, the
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strength of the vessel is reduced, but the pressure remains high. This
rapid cooling, which can occur with high pressure injection, or with a
loss of instrumentation and control, did not in this case damage the core.
But this is probably only because the plant had been operating at full
power for less than three years. A spokesman for the NRC said: “If it had
been 10 to 15 full power years, instead of two to three, which it was, that
vessel might have cracked.”?® A cracked vessel would result in a loss of
coolant and a meltdown; no emergency system would be available to
cool the core.

Knowledge of such problems, after Three Mile Island, should lead to
extra surveillance; we should learn from experience. The record has not
been encouraging, however. The Indian Point Number 2 nuclear plant,
thirty-five miles upwind of New York City, run by Consolidated Edison
(Con Ed), had been having problems with leaks in the fan cooling unit
service for some time. The leaks occurred in the containment building,.
Early in October, 1980, a light went on, warning of high water in sumps
in the building, and remained on for several days. The indicator light
itself was apparently considered to be malfunctioning. But water was
actually leaking into the building from the fan cooling unit; eventually
100,000 gallons would collect, covering the first 9 feet of the reactor
vessel in salty, brackish, cold Hudson River water. A safety device, in-
volving two moisture-level indicators, failed to detect the water, because
the indicators were designed to detect hot, not cold water.

The leak might have gone undetected for hours or days more were it
not for an operator error. A warning signal came on, indicating a fluctua-
tion in reactor power. It presumably was not related to the water leak.
Operators reduced power and checked; nothing seemed wrong, so they
supposed it was a faulty signal (it possibly was; they are common). But to
g0 up to full power again, an adjustment was necessary on a governor. It
was made too quickly (the operator error), and the entire reactor shut
down automatically. The technicians had to enter the containment build-
ing before starting up again. They then discovered areas flooded with
over 9 feet of water. The two sump pumps, which should have removed
the water, were both inoperative. In one the fuses were blown, in the
other the float mechanism was stuck.

We should not be aghast; these are just the routine problems of indus-
trial equipment. But this case occurred in a building that is inconvenient
to enter, and is not visited except for maintenance, unless there is trou-
ble. The supervisor then restarted the reactor twice, without considering
whether having the bottom 9 feet immersed in cold water for hours or
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days might have led to thermal cracking or other problems. Fortunately,
another supervisor, who just happened by on his day off, recognized the
danger and shut the reactor down,

All this took place on a Friday, October 17, 1981, at 11:00 a.M. Con-
trary to an agreement with federal and state officials to notify them im-
mediately of any trouble at the problem-plagued plant, nothing was done
until 3:20 that afternoon. A plant official called the NRC’s resident in-
spector on the site. But it was Friday afternoon and he was away. The
plant official did leave a message on the answering system, but it was a
message simply to call him, not one saying, “We have just found 100,000
gallons of water in the containment building.” Nor did the Con Ed offi-
cial call the emergency number that is given on the answering service
tape. The resident inspector came back to work on Monday to find the
plant shut down. He waited until 4:20 that afternoon to inform the NRC
regional office of the problem. Con Ed waited another day—five all
told—Dbefore it informed local officials and the public of the leak.

So it goes with organizational safeguards designed to save us from
technological failures. The NRC proposed a fine of $210,000 for the
utility, which Con Ed of course protested. To replace the power during
the long shutdown (they eventually concluded there was no damage to
the reactor vessel), expensive oil-fired power plants had to be used, at a
cost of $800,000 a day to Con Ed’s customers.2! Stuck floats, light bulbs,
and shirt tails are just a few of the trivialities to which this system is
vulnerable.

Learning from Our Mistakes

Those were simple failures or shutdowns. It is time to get more deeply
into run-of-the-mill accidents. The NRC puts out a journal called Nuclear
Safety. One of its regular features is a compilation of safety-related occur-
rences, selected by the editor and briefly described. Though technical,
they provide endless, numbing fascination as they describe all the things
that can go wrong in these awesome plants. Here is one brief account, not
particularly remarkable, but it will give you the flavor. Don’t try to fol-
low it too closely; just note the failures of the equipment, operators, and
design, before we turn to the journal’s editorial comment that the inci-
dent shows how the industry has managed to achieve its excellent safety
record.
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A small, early BWR reactor at Humboldt Bay, California, (Pacific Gas
and Electric) lost its offsite power source on July 17, 1970, and
scrammed, as designed. The emergency power supply came on, but it
was not designed to provide power to the particular sensors that turned
out to be needed. Reactor pressure rose, but the emergency condensor,
which would reduce it, did not come on because the gate on the switch
stuck in the guides, probably as a result of a poor setting on a valve. The
operators knew the emergency condensor did not operate, but assumed
that a safety valve had opened to reduce pressure. Instead, a different
safety valve opened, and, due to coolant shrink from its discharge, a low-
water level signal came on. This, combined with the loss of feedwater
and an increase in dry-well pressure, opened the reactor vent system.
Meanwhile, a pipe joint ruptured in the safety valve discharge line. The
vent valves were open for four minutes before the operators discovered
them. There was no indication of a rupture, so they closed them. Then
the fire pumps started automatically, indicating excessive pressure in the
reactor, low water level, high pressure in the dry well, and loss of power
to some safety systems. The accident was successfully contained, but the
pressure in the reactor had exceeded safety levels; 24,000 pounds of reac-
tor water was “blown down” (forced out of the core), indicating that the
top of the fuel rods in the core were in danger of being uncovered. This
was not a particularly remarkable accident; many are far worse. What is
interesting is the comment that precedes it, which I quote:

The nuclear industry is not vastly different from other industries. Things do go
wrong, as is attested to by these safety-related occurrences which are reported
in each issue of Nuclear Safety. Even so, the nuclear industry has an excellent
safety record. The items chosen for this article demonstrate how this record
has been attained. For example, safety systems are designed with backups that
take into account the possibility of failure, operations people watch for anoma-
lies and investigate them quickly, and routine checks are run to assure that all
is proceeding as planned.??

It is hard to believe the cheerful author read his own account of the
Humboldt Bay accident—or any other accounts in Nuclear Safety. In the
previous issue of the journal, a fuel meltdown was graphically described
(though in a plant in France); in the issue with the above quote we find
among others a report of another plant in which, even after a seven-
month shutdown for repair of primary coolant piping, an important mo-
tor broke, and sixty-three valves malfunctioned—35 percent of those
tested prior to start-up. Reassuringly, we are told that “the frequency of
valve testing will be increased, and a better method of cleaning the air
used for some valve operations will be studied.”23
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In the next issue of Nuclear Safety, after a discussion of some fires and
other problems, we find the following: “A core-spray injection valve
failed to close, and then it was discovered that the injection valves for
the other core-spray system would not work either. Also, the valves on
the low-pressure coolant-injection systems would not operate properly.
While the problem of these valves was being pondered, one of four con-
trol valves on the main turbine unexpectedly closed completely with the
reactor at full power.”2¢ And so Nuclear Safety goes on, issue after issue, -
editorializing how the “excellent safety record . . . has been maintained,”
in spite of the accounts presented in its pages.

But the following year a more plaintive note is struck. “Two-thirds of
the problems discussed in this issue are strikingly similar to ones previ-
ously reported in Nuclear Safety in the hope and expectation that we will
all be able to learn from the experience of others. . . . Operators should
take particular note of these occurrences so that they can more readily
avoid similar happenings in their own plants.”” 2

The following is an unusually literate and straightforward account of
an incident that has many parallels in marine tankers and chemical
plants. Since gases are invisible, and the subtle interactions of pressure,
temperature, and operator actions cannot be fully anticipated, these
events are unavoidable in highly interactive systems. In this case, after
the event, two additional valves and some additional procedures were
added to the system to prevent its happening again, but then no one
thought it could happen in the first place; it can also happen in a slightly
different way in another location of the plant.

During a shutdown, service personnel requested that demineralized water be
made available in the containment in order to fill pails to be used for cleaning,.
The shift supervisor informed them that a valve lineup would have to be made
by operations people before water would be available. When the service per-
sonnel entered the containment building, they tried the faucet to see if there
was water yet. There was none, and so they closed the valve and waited a
while. Then once again they tried the faucet, leaving it partially open while
waiting for water, and called the main control room on the plant intercom to
ask when the water would be available. Operations personnel said that a man
was on his way into the containment building to align the demineralized water
system. The service people closed the valve.

Shortly thereafter the radiation monitors in the containment alarmed, and
the control-room operators ordered an evacuation of the containment build-
ing. The increase in radiation levels in the containment building was traced to
the gas escaping from another tank, the collecting tank, during the brief period
the faucet was opened. Inasmuch as several tanks are interconnected by the
same demineralized water supply, the valving in the system has to be properly
aligned to prevent undesirable interaction. The premature manipulation of the
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sink valve before operations personnel could align the system resulted in the
venting of the quench tank back through the primary water header to the open
faucet. However, the radiation levels were low, and there were no
overexposures, 2

Dresden 2 is a nuclear plant outside of Chicago that is hardly a house-
hold name for most people, but for me it holds the distinction of provid-
ing the quintessential example of a system accident. It is owned and
operated by Commonwealth Edison, reputedly one of the top two utili-
ties in the country in terms of organization and management. This is
important, for it indicates what can happen even in a well-run utility. The
following description is much simplified, though you would hardly believe
so in reading it. Do not try to understand the complex interactions, but
let yourself be overwhelmed by the operators’ frequent, uncomprehending
attempts to cope with multiple equipment failures, false signals, and be-
wildering interactions.

The steam valve began to malfunction and then closed. Fortunately, the reac-
tor SCRAMmed automatically. The power dropped to the afterheat level, re-
ducing the size of the steam bubbles in the core. This caused the water level in
the reactor to drop, which caused the feedwater pumps to increase coolant
flow into the reactor to avoid uncovering the core. As the water level rose, the
operator noticed that the level indicator was reading a low level. Actually,
however, the indicator was stuck and giving a false low-water-level reading.
The operator reacted by manually increasing the feedwater flow still further, so
that the water then filled the reactor and spilled over into the steam line. The
feedwater-flow error was uncovered and corrected; but then the pressure began
to rise, and two safety systems designed to cope with the problem and cool
down the reactor were found inoperative. The operator then reduced pressure
by opening a relief valve momentarily. At this point, water hammer occurred,
produced by the water spill-over into the steam line, and this popped safety
valves (pressure relief valves), which stuck open due to a design error. The
relief valves then discharged reactor steam to the reactor containment atmo-
sphere, which began to pressurize the containment. The loss of coolant
through the stuck relief valves should have caused the ECCS to activate to
inject replacement coolant; but one system was found inoperative, and the
operators blocked the operation of the other system on the assumption that
the loss-of-coolant problem was minor. However, they did not know the cause
(stuck valve) and could not make a sound judgment (it could have been a
leaky coolant pipe about to completely rupture). Meanwhile, the pressure in
the containment rose beyond the range of the pressure gauge (5 psig). The
containment is equipped with water sprays to quench the steam pressure
whenever two psig pressure is exceeded, but the operators blocked this safety
action because that would have cold-shocked some equipment and thereby
damaged it. They did not, however, have sufficient knowledge of the events to
justify their action. The containment reached 20 psig compared to 60 psig
design pressure before the plant was finally brought under control.?”
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Fermi

Our final example is not, strictly speaking, of a system accident, but of a
component failure accident, though the recovery effort involved some of
the typical complexities of the system accident. (The distinction between
system accidents and component failure accidents is fully developed in
Chapter 3.) The account, based largely on a book by John Fuller, of the
Fermi core meltdown will serve to illustrate dramatically the complexity
for these systems, the pressures on operators, and the tremendous prob-
lems of clean-up. It also shows that attempts to make the system safer are
sometimes ill-conceived and add danger; that completely novel accidents
make the question of operator error irrelevant;, and that the industry,
instead of worrying about the disaster potential, only draws strength
from the fact that it was not worse. The accident occurred in a demon-
stration reactor on Lake Erie in the small community of Lagoona Beach,
near Monroe, Michigan—which is very near Detroit. A report by the
Atomic Energy Committee completed before the accident (and promptly
classified) predicted that, given a severe accident at Fermi with unfavor-
able wind conditions, 133,000 people would receive high doses of radia-
tion, and one-half would quickly die. Another 181,000 could receive 150
rads.28 As Fuller’s account makes clear, it was a close call.?®

The reactor was a sodium-cooled breeder reactor, large enough to pro-
duce substantial power as well as plutonium that could be used to fuel
other conventional reactors. It was the first and only U.S. breeder reac-
tor, and thus an untried design near Detroit’s millions. In October of
1966 the operators were trying to achieve the first stage of a high power
goal set by the company, slowly and carefully bringing up the tempera-
ture of the reactor. Delays and problems had been numerous in the past
and continued this time. One of the steam generator valves malfunc-
tioned, and six hours were spent correcting it. Then a boiler feedwater
pump failed, but was quickly corrected. The operators once again in-
creased the fissioning in the reactor. But the engineer on duty noticed
some erratic changes in the neutron activity of the fission process, which
could have been merely the electronic system picking up some “noise”
or static. They paused, it disappeared, and they continued. Next, the
engineer noted that for the amount of power the reactor was producing,
the control rods, which shut off the fissioning when fully inserted, should
have been raised only 6 inches, but they were 9 inches out of the core,
and the neutron activity signal was again erratic. The reactor was put on
hold, and the engineer went to check the instruments on the individual
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subassemblies of the fuel rods—some 30 feet away from the control
board. The results were puzzling. The outlet temperature of one of the
subassemblies was clearly too high, but they had been havirg trouble
with that one. Indeed, since it appeared that the instrument was faulty,
they had moved the instrument to a different part of the fuel bundle. But
now a second subassembly showed high temperatures too, but none of
the ones that were nearby and also instrumented were abnormal. Unfor-
tunately, only one of every four subassemblies were instrumented, but if
one overheated those near it that also had instruments should show
overheating.

Then radiation alarms went off, the air horn began blasting twice every
three seconds, and the public address system came on with a laconic,
“How hear this. Now hear this. The containment building and the fission
product detector building have been secured. There are high radiation
readings, and they are sealed off. Do not attempt to enter. Stay out. Both
buildings are isolated. This is a Class I emergency. Stand by for further
instructions. Stand by for further instructions.”’ The operators first
counted the crew to make sure that no one had been sealed in the con-
tainment building, with its high radiation readings. Everyone was safe.
Next they had to pull down the power in the reactor. They were reluctant
to scram the reactor immediately because of thermal shock from a sud-
den change in the temperature of the sodium coolant. One hypothesis
that was quickly ruled out was that the radiation alarms were false; an
engineer had been working on the fission product monitor and thought
that he might have triggered a false alarm. But the temperature readings
on the subassemblies indicated something real was going on.

Eleven minutes after they started to cool down the reactor, they decided
to scram it manually. There was no way of knowing whether this was too
late, or too soon, with this type of reactor. Indeed, there was no way of
knowing what had happened inside the core. According to the design of
the safety features, if there were any fuel melting, the reactor should
scram automatically. It obviously hadn’t scrammed, which suggested
that the problem was not a fuel melt. Yet perhaps it was a fuel melt
which just was not indicated. On the other hand, it might be an instru-
ment problem; there had been problems with the instruments before.
Still, they could not be sure if a fuel melt had been avoided or not. It was
essential to find this out, because a fuel melt would block the flow of
sodium coolant, and could lead to heat build-up and more melting, and
thus a secondary accident. The assistant general manager took charge of
the immediate efforts and announced, “We will go at this very, very
slowly.”3! Fortunately, the Fermi engineers had time, since the core tem-
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perature continued to slowly declirie. Since there were no procedures for
such an emergency, they had to write ones out, and check them very
carefully. They feared stirring up trouble inside the core. They soon
found there had been both fuel melting and fuel redistribution. The re-
distribution could cause blockage and further fissioning.

The fuel melting conclusion was no doubt reluctantly arrived at for
another reason—expert advice. Nobel Laureate physicist and nuclear
power advocate Hans Bethe had confidently predicted a core meltdown
could not happen with this reactor. Another expert was less certain, but he
had predicted that at worst only one subassembly could melt. The evi-
dence now was that two or more had melted. The second expert had also
stated that the automatic safety devices would shut the reactor down if
there were any melting; the devices did nothing of the sort. The Fermi
engineers now talked of ‘“‘hair-raising decisions’” and ‘‘terrifying
thoughts™; they were sitting on top of a volcano next to Detroit. They
could not walk away and leave it there; they could not be sure there would
not be a secondary accident, and in any case the melted uranium would
eventually eat through the core and the concrete base of the building,

For a month the reactor sat there while the company let it cool and
planned the next step. Then the engineers very carefully removed the top
and hoped that none of the fuel subassemblies were stuck together in
such a way as to produce “criticality” (the conditions for fissioning). If
they could pull out the damaged subassemblies, it would be safe. It took
three months to learn that four were damaged, and two stuck together. It
took five more months to remove them. Special equipment was built; the
deadly sodium had to be drained, and there was no provision for this in
the reactor design. Almost a year from the accident, they were able to
lower a periscope 40 feet down to the bottom of the core, where there was
a conical flow guide—a safety device similar to a huge inverted ice-
cream cone that was meant to widely distribute any uranium that might
inconceivably melt and drop to the bottom of the vessel. Here they spied
a crumpled bit of metal, for all the world looking like a crushed beer can,
which could have blocked the flow of sodium coolant.

It wasn’t a beer can, but the operators could not see clearly enough to
identify it. The periscope had fifteen optical relay lenses, would cloud up
and take a day to clean, was very hard to maneuver, and had to be
operated from specially-built, locked-air chambers to avoid radiation. To
turn the metal over to examine it required the use of another complex,
snake-like tool operated 35 feet from the base of the reactor. The opera-
tors managed to get a grip on the metal, and after an hour and a half it
was removed.
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The crumpled bit of metal turned out to be one of five triangular
pieces of zirconium that had been installed as a safety device at the
insistence of the Advisory Reactor Safety Committee, a prestigious group
of nuclear experts who advise the NRC. It wasn’t even on the blueprints.
The flow of sodium coolant had ripped it loose. Moving about, it soon
took a position that blocked the flow of coolant, causing the melting of
the fuel bundles. ' '

During this time, and for many months afterwards, the reactor had to
be constantly bathed in argon gas or nitrogen to make sure that the
extremely volatile sodium coolant did not come into contact with any air
or water; if it did, it would explode and could rupture the core. It was
constantly monitored with Geiger counters by health physicists. Even
loud noises had to be avoided. Though the reactor was subcritical, there
was still a chance of a reactivity accident. Slowly the fuel assemblies were
removed and cut into three pieces so they could be shipped out of the
plant for burial. But first they had to be cooled off for months in spent-
fuel pools—huge swimming pools of water, where the rods of uranium
could not be placed too close to each other. Then they were placed in
cylinders 9 feet in diameter weighing 18 tons each. These were designed
to withstand a 30-foot fall and a 30-minute fire, so dangerous is the spent
fuel. Leakage from the casks could kill children a half a mile away. It
took three years to remove the poisonous materials from the plant and to
seal the radioactive sodium up in steel drums for storage at the site (none
of the six burial grounds in the country would take it) where it will have
to be monitored for generations. The plant, incredibly enough, was re-
commissioned some years later and operated at low power for a short
time. It was finally permanently decommissioned after more troubles.

This account clearly illustrates some of the principles investigated in
this book, as can be seen below:

1. The problem originated with a safety device. Indeed, installation of
the device was prompted by concerns of a prestigious committee made
up of nuclear scientists and engineers, many from the elite universities,
responsible for advising the NRC on safety matters. They were worried
about a fuel drop, and the sheets were part of the response.3?

2. Poor design and negligent construction led to the accident. Though
it did not start with diverse failures, it is hardly reassuring that the sheets
were poorly secured and the force of the surging coolant not anticipated,
and the addition left off the final drawings.

3. As in other accidents, some parties were to suggest operator error,
when in fact there was no clear procedure to follow; nothing like this had
been anticipated. R. L. Scott, in his account of the accident for Nuclear
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Safety, hints that one of the major problems was a failure of the opera-
tors to scram the reactor immediately. But some of the technical papers
that he cites in his article point out that there was insufficient informa-
tion available for the operators to know what the danger was and what
was going on.33

4. Finally, we should note once again that those attached to high-risk
systems can be uncommonly cheerful about these system failures. Scott
is pleased to point out in the NRC journal that the melted fuel resolidi-
fied only a short distance from the hot spot, and did not cause the melt-
ing of adjacent subassemblies. This should give us more confidence, pre-
sumably, in breeder reactors. He next tells us, “Much additional benefit
was derived from the recovery operations . . . not the least of these was
the experience gained by the personnel directly involved.” We may be
very happy that these personnel had their experience increased, but un-
happy that most of Detroit had tc be at risk to secure the gain. He goes
on, “Many innovations are required to cope with the new and different
problems that presented themselves.” 3¢ As an example of positive think-
ing about this, he lists the number of changes subsequently made in the
system, such as a provision for draining the radioactive sodium from the
reactor vessel. One would hope that a serious accident would not be
required to bring this matter to the attention of designers. Finally, he
cheerfully concludes that “the Fermi fuel melting incident [sic] has been
quite instructive, emphasizing the need for design provisions for inser-
vice inspection and the desirability for a simple, rapid presentation of
critical operating information to the operator, together with adequate
procedures and precise criteria for operator action.”

In our accident is our salvation.

The Fuel Cycle as a System

We have treated the plant as the unit of analysis, and generally will
continue to do so as we investigate other high-risk systems. But nuclear
power involves the whole “fuel cycle”—the sequence from mining ura-
nium ore, processing it into fuel, burning it in reactors to boil water, and
the disposing of the many kinds of wastes. All of these involve serious
hazards. Indeed, while we will rnot discuss the waste problem in this
book, it probably has a greater long-run catastrophic potential (if we
include military wastes) than nuclear plant operation. Mining is probably
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responsible for more radiation-induced deaths than any other part of the
cycle to date (for the waste problem will take much longer to reveal
itself), although these deaths are generally not the result of system acci-
dents. But system accidents do occur in the fuel processing stage. A quick
look at this stage will suggest that the processing of dangerous materials
is, as a rule, associated with system accidents. These accounts are included
for another reason: to point out the trivial details that can have large
consequences, and the lack of understanding still evident in a production
process that is well beyond the research stage.

Thirteen accidents involving fabrication of fuel are described in a Nu-
clear Safety article.’® Some appear to be due to carelessness or inade-
quate technology. For example, there is the spontaneous ignition of con-
taminated wastes that are unaccountably stored in cardboard cartons in a
waste storage room. Part of the plutonium released from this fire was
washed from the building by the fire hoses, contaminating the surround-
ing ground. In another case, plutonium-casting residues were placed in a
plastic bag, and burned through. In another, a five-year-old filter “heavily
loaded with plutonium dust” caught fire from the sparks of a welding
torch.

Cleanup is difficult when radioactive materials are involved. In an
explosion at the Oak Ridge National Laboratory on November 19, 1959,
“buildings and nearby streets were contaminated by the air flow through
open pipes and other cell wall penetrations.” The streets had to be
scraped up. But the author of the Nuclear Safety article is reassuring. He
concludes that ““in all plutonium incidents to date, only a small fraction
of the plutonium involved was released.” 3¢ That is like saying that in a
war, only a small fraction of the bullets kill anyone.

A bit more revealing is another discussion of seven “criticality” acci-
dents. If plutonium, which is exceedingly volatile and hard to machine
or handle, experiences the proper conditions, it can attain a self-sustain-
ing fission chain reaction. Criticality depends upon the quantity of the
plutonium, the size, shape, and material of the vessel that holds it, the
nature of any solvents or dilutants, and even adjacent material, which
may reflect neutrons back into the plutonium. It is apparently hard to
know when these conditions might be just right. In the seven critical
accidents that occurred between 1958 and 1970, fifteen workers were
reported as receiving significant degrees of irradiation (an average of 140
rems, while the current legal yearly maximum for nuclear personnel is 5
rems) and two more died within two days of an accident.?’

The accidents reveal the highly interactive nature of the systems. In
one case, two poorly working pumps were involved, along with a line
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that may have been plugged. In the attempt to free the line, a bubble of
high pressure air was created, though no one knew it. This forced 40
liters of a solution up a 5-inch-diameter storage pipe and out into another
vessel that just happened to have the proper dimensions for criticality,
given this particular solution and its volume. In another case, a plug of
uranium nitrate crystals was found in a line. Operators dissolved it with
steam, but the liquid was then drained into some available bottles, which
just happened to be identical with those used to store a much safer lig-
uid. One of the bottles, now containing U-235, was poured into a make-
up tank. After stirring was commenced, it blew up, knocking the operator
to the floor. He managed to escape the building but died forty-nine horri-
ble hours later. Two operators went in to drain the solution into safe
containers, but in turning off the stirrer, apparently (and who can know
with this technology) the change in geometry added enough reactivity to
again produce criticality. The operators did not know this had happened
because the alarm that would indicate the danger was still sounding from
the first “excursion.” These two men received dosages of from 60 to 100
rads. (A total of 50 rads is the exposure level needed to double the risks
of genetic defects, and is the legal maximum accumulated dosage for
nuclear workers over twenty-seven: years of age.)

A government report, WASH-1192, documents 111 accidents involv-
ing unplanned release of radioactivity that exposed 317 people to excess
radiation from a few to as many as 80,000 rads. These occurred between
1959 and 1970.38 The average dose of workers at the West Valley Repro-
cessing Plant (now closed), near Buffalo, New York, run by the Getty Oil
Company, was 6.7 rads in 1971 and 7.1 rads in 1972, well beyond the
legal minimum dose.3 These assaults upon personnel, most of which
will not reveal their damage for two decades, are not considered in the
statistics that show that nuclear power is ‘“safe.”

As we have just seen, the power generation phase of the nuclear cycle
is not the only one prone to system accidents; the fuel processing and
reprocessing systems are at risk also. Transformation processes in the
nuclear fuel cycle seem to have an inherent degree of unpredictability.
But two questions still remain. How frequent are system accidents, and
could not management learn to at least prevent the minor failures that
can occasionally come together to create a system accident? We can only
guess at the first, but there is unmistakable evidence regarding the latter.
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Can We Handle It?

I hope I have convinced you of the frequency of serious accidents or near
accidents in nuclear plants, and the existence of system accidents in the
above examples. How many system accidents there are is impossible to
tell; the reports in Nuclear Safety are often not detailed enough to judge.
One serious attempt to analyze accidents in terms of the multiplicity of
failures and the variety of component failures supports the argument of
this book. Morris and Engelken examined eight Loss of Coolant Accidents
(LOCAs) in BWRs in a two-year period when there were only twenty-nine
plants operating. They occurred in six different BWRs. The authors esti-
mate there will be a LOCA for each two reactor years of operation.

They conclude that “No two of the incidents were initiated by a com-
mon system or component malfunction. . . . The reactor primary coolant
was released during these transients through safety and relief valves that
either operated prematurely or that operated correctly but failed to
close.” % So each accident was unique, and each involved, among other
things, the failure of a key safety device. These could easily be system
accidents. In their summary of the eight occurrences, they identify eight
categories of failures (such as, valves lifting below the set point at which
they are supposed to lift; valves failing to reseat; flooding of steam lines;
isolation valves closing too soon; condensor malfunctions; violation of
operating procedures). Each accident involved from two to four of these
failures. In half of the eight accidents there were violations of operating
procedures, but they always occurred in conjunction with at least two
and as many as five other failures. Failures not only were spread over the
eight categories, they were widespread for all vendors and manufactur-
ers. In one sample of valves, 15 percent were thinner than the design
specified. Deficient valves were found at twenty plants owned by fifteen
different utilities and supplied by ten different suppliers.*! It is from such
minor failures that system accidents can grow; the uniqueness of the
accidents and the multiplicity of failures in this survey of just one system
suggests that system accidents are not all that rare.

Could not management prevent these failures? The authors’ investiga-
tion of eight LOCAs led them to a broad indictment of management
practices and to a further study. Frequently, “abnormal situations and
incidents . . . have not been thoroughly investigated”; “minor abnormal-
ities were often ignored or their implications not understood, and these
sometimes led to more serious conditions.” It is in minor abnormalities,
we might interject, that the system accident is spawned. They note, “Of
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course, there is always a very strong incentive to keep the plant on line,
1.e., producing power.” Finding all this, they conducted a management
appraisal program in the plants, and found that “even though a deliber-
ate effort was not made to look for violations,” there were seventy-five in
only seven appraisals. Of these, eighteen were failures to test “vital safety
equipment.” “In summary, there has been a surprising lack of knowl-
edge, understanding, and effort by some utility executives to discharge
their own responsibilities and those imposed by the specific require-
ments of an Atomic Energy Commission license.” 42

Strong stuff. But that was in 1972, and the industry was young. Since
then, there have been major accidents at Dresden, Browns Ferry, and
TMI, and several critical reviews of performance. Yet in an NRC review
of operating plants, conducted in 1980 as a result of the excoriating criti-
cism of the NRC by the Kemeny Commission, little seems to have
changed. In possibly the most dangerous industrial activity that humans
have yet to engage in, the study described the twenty-one “below aver-
age” facilities in numbing, repetitious terms: inadequate technical staff,
insufficient training, poor supervision, failure to follow procedures, radi-
ation protection weaknesses, incomplete licensee event reports and fail-
ure to consider their implications, unmonitored and uncontrolled release
of airborne radioactive material, noncompliance with quality assurance
programs, inadequate control over liquid and solid radioactive waste,
repetitive equipment problems, problems in management coordination
and attention, inadequate fire protection, failure to meet commitments
made to the NRC, “‘repetitive instances of system misalignments, im-
paired ECCS equipment operability and containment integrity,” person-
nel overexposure, and longstanding and uncorrected design problems.
Most of these items appeared several times.43

We are not told anything about the average plants; the above list refers
to the 29 percent found to be below average. Let’s take a plant studied
by the NRC from May 1979 to May 1980 and rated as average—San
Onofre, owned by Southern California Edison. It is a small plant, 436
megawatts, which has been in operation for thirteen years. (Actually, in
those thirteen years it has operated at full power for only 8.8 years, or 68
percent of the time, which is above the industry average.) In 1980, it tied
for first place in the newly established NRC category of having “especially
significant mishaps” (serious incidents). It is one of the eight plants listed
by the NRC as having he most serious weakening of steel, which could
cause the core vessel to crack. Some of the recent problems: In Novem-
ber 1979, a nest of field mice (a sign of poor housekeeping) caused an
electrical fire that shut the plant down for a week and cost $2 million.
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From April 1980 to June 1981 it was shut down for steam generator
repairs (a problem that plagues all power plants), costing $68 million; the
repairs are good, at best, for five years. During the overhaul, seventy-
three workers were overexposed to radiation (the NRC fined the utility
$100,000 for that and $50,000 for additional violations and exposure to
workers). Fifty truckloads of radioactive sand had to be removed from
the ocean beach in front of the plant in May 1981. A fire in an auxiliary
diesel generator shut the plant down for four weeks July 1981, costing
$2.5 million in repairs. During this time there was an explosion in a
radioactive gas holding tank with a release of 8.8 curies of radioactive
Krypton gas to the atmosphere. In September of 1981 a failure in a
voltage regulator was investigated and the company found inoperative
valves in the ECCS—estimated, by the NRC, to have been inoperative
since 1977. This resulted in a finding by the Commission of “deficiencies
in management and procedure controls.” The NRC estimated that the
unit may become unsafe to operate by 1983 due to “‘embrittlement”
problems that could crack the core vessel.

Much of this took place just after the evaluation that rated it as aver-
age, rather than before or during it. But even in 1980, while the evalua-
tion was going on, there were thirty-seven safety-related failures they
were required by law to report to the NRC and seven “especially signifi-
cant mishaps.”# If this is an average plant, those below average by the
NRC's standards might give their neighbors cause for concern.

Well, if things have not improved much since the 1972 study of a few
plants, judging from the NRC’s 1980 evaluation, perhaps we shall do
better with the plants being built and those about to come on-stream.
The Diablo Canyon plant of Pacific Gas and Electric has been ready for a
long time, and in 1980 the NRC also evaluated it, along with seventy-
five others that were in various stages of construction. It rated Diablo
Canyon as average (the highest rating given for those under construc-
tion). Yet the next year an engineer in the utility accidentally discovered
that the required earthquake reinforcements of key equipment had been
incorrectly installed, as we noted earlier, and then 111 other violations
were found. Something similar had happened to a second unit being
built at San Onofre, where the reactor was installed 180 degrees out of
alignment, and it took Southern California Edison seven months to dis-
cover the error. To correct it they reversed the wiring in the control
room; but it was not that simple at Diablo Canyon.
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Conclusion

We have not had more serious accidents of the scope of Three Mile
Island simply because we have not given them enough time to appear.
But the ingredients for such accidents are there, and unless we are very
lucky, one or more will appear in the next decade and breach contain-
ment. Large nuclear plants of 1,000 or so megawatts have not been oper-
ating very long—only about thirty-five to forty years of operating experi-
ence exists, and that constitutes “industrial infancy” for complicated,
poorly understood transformation systems. There is ample evidence that
problems abound in these large systems, and that they are different from
the problems of the smaller units where we have a bit more experience.
For all nuclear power plants, the steam generator and the core embrittle-
ment problems are awesome. Small failures can interact and render inop-
erative the safety systems designad to prevent a steam generator failure
from being catastrophic. Trivial events can place stress on the embrittled
core in ways unimagined by designers. The sources of other errors and
failures appear all too numerous, judging from the events covered in this
chapter.

The catastrophic potential of nuclear plant accidents is acknowledged
by all, but defense in depth is held by experts to reduce accident proba-
bilities to nearly zero. Yet core containment, emergency cooling systems,
and isolated siting all appear to be inadequate; all have been threatened.
Nor can we have any confidence whatsoever that quality control in con-
struction and maintenance is near the heroic levels necessary to make
these dangerous systems safe. A long list of construction failures, cover-
ups, threats, and sheer ineptitude plagues the industry. I have argued that
construction problems are probably no worse than in most other indus-
tries, but that is no comfort; it has to be much better. Nor has the actual
operation of nuclear plants appeared to be as far above normal industrial
standards as would be required of such a dangerous undertaking. If any-
thing, it is somewhat below industrial standards. These statements re-
garding construction, maintenance, and organizational management are
based upon the reviews and statements of the Nuclear Regulatory Com-
mission itself, including its chairman. Finally, a review of some of the
serious accidents that have occurred reveals the complexity of the plants,
the difficulty of recovery from minor accidents so that they will not
become major ones, the unlikelihood that the industry will even learn
from the accidents, and the sanguine and casual response of the industry
and the NRC.
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When the Kemeny Commission was writing its final report, its mem-
bers debated two key issues at length: Are these plants different from
other industrial plants, and thus need to be judged by different criteria;
and if they are different, what kind of organization is required to run
them safely? A group of pro-industry members of the panel argued first
that the plants are not different, and the restrictions being considered
were not necessary; they then argued that if there were unique dangers,
the plants should be run on a paramilitary basis. This position frightened
other Commission members and led them to ask if a peacetime economy
really needed an authoritarian, dictatorial segment managing a system
with such catastrophic potential. These are heady issues, going beyond
shoddy construction, inept management, untried and hasty designs. We
will discuss these issues at length after we have reviewed other high-risk
systems such as nuclear weapons and DNA engineering.

Yet despite the glaring failures of the nuclear power industry, it is clear
that its design, construction, and operating problems do not, in them-
selves, constitute the cause of system accidents. It is instead the potential
for unexpected interactions of small failures in that system that makes it
prone to the system accident. Some systems with catastrophic potential
are not liable to these complex failures; their accidents have different,
more mundane sources. Some highly interactive systems are without cat-
astrophic potential. To tread our way through these complexities, we
need some careful analysis and more precise terms and concepts. That is
the task of the next chapter.
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CHAPTER 3

Complexity, Coupling,
and Catastrophe

To make a systematic examination of the world of high-risk systems, and
to address problems of reorganization of systems, risk analysis, and pub-
lic participation, we need to carefully define our terms. Not everything
untoward that happens should be called an accident; to exclude many
minor failures, we need an exact definition of an accident. Our key term,
system accident or normal accident, needs to be defined as precisely as
possible, and distinguished from more commonplace accidents. We will
define it with the aid of two concepts used loosely so far, which now
require definition and illustration: complexity and coupling. We also
need to explain the terms catastrophe and victim as they are used in our
analysis. Then we will be in a position to chart the world of organized
systems, predicting which will be prone to system accidents and which
will not. This chapter, drawing upon numerous examples, will construct
an apparatus that will carry us through the systems discussed in the rest
of the book. It constitutes a theory of systems, of their potential for
failure and recovery from failure. As such, it is, I believe, unique in the
literature on accidents and the literature on organizations.
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Perhaps the most original aspect of the analysis is that it focuses on the
properties of systems themselves, rather than on the errors that owners,
designers, and operators make in running them. Conventional explana-
tions for accidents use notions such as operator error, faulty design or
equipment; lack of attention to safety features; lack of operating experi-
ence; inadequately trained personnel; failure to use the most advanced
technology; systems that are too big, underfinanced, or poorly run. We
have already encountered ample evidence of these problems causing ac-
cidents. But something more basic and important contributes to the fail-
ure of systems. The conventional explanations only speak of problems
that are more or less inevitable, widespread, and common to all systems,
and thus do not account for variations in the failure rate of different
kinds of systems.

What is needed is an explanation based upon system characteristics. In
Chapter 6, on marine transport, you will see how technological fixes at
best make no difference, and can even make the situation worse. Chapter
8, on the space program, reveals how the best talent and organizational
resources, while they certainly help, cannot overcome system accident
potentials. Several chapters show how system-related production pres-
sures defeat safety improvements. The accidents covered all chapters
challenge the ready explanation of “operator error.” This is not to say
that the concepts and definitions of system characteristics presented here
will solve all analysis problems. They are preliminary; definitional prob-
lems remain. This is a first attempt at a “structural” analysis of risky
systems, but I believe it goes substantially beyond conventional “item”
analyses, and yields, as we shall see in the last chapter, long-run strategies
for handling risks—rather than short-run tactics of posting safety notices
or levying trivial fines.

Defining Accidents

What do we mean by an accident? At the minimum, an accident is an
unintended and untoward event. If you are driving home and take a
wrong turn and lengthen your trip, it is both unintended and unfortu-
nate. But we generally mean something more serious than this by the
term accident. You would not, upon arriving home late, announce, “I
had an accident on the way home.” If you did, you would be worriedly
asked, “Was anyone hurt?”’ or, “Was the car damaged?”
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An accident, then, involves some damage to people, objects, or to
both. But uncertainties remain. Suppose you scratched the paint of the
car on a post while leaving a parking lot. You probably would not call it
an accident (even though it was accidental) if it didn’t interrupt the trip
or impair the functioning of either the car or the post. We might, then,
say that the damage to objects or people must be sufficient to disrupt the
ongoing “task™ or future tasks that will be demanded of the objects or
people.

This introduces a further complication: tasks analysis. What task is
involved? That depends on what we want to call the system. If I had
planned to take the car to a rally the next day and show it off to other
automobile buffs, I might very well call the scratch in the parking lot an
accident. The system, from my point of view, involves my going to a
rally to meet people, impress people, and show off my car, and it is
interrupted. If the post was bent over so much that cars trying to enter
the lot were endangered by what I had done, that too might qualify the
event as an accident. Drivers would notify the maintenance people,
“There has been an accident, the post is knocked over so far that I can
hardly get into the lot.” It is part of the parking system to have a post
separating lanes; it is part of my recreational system to show off a beauti-
fully maintained and polished car. The event has disturbed these
systems.

But there are also degrees of disturbance to systems. The rally will not
be disturbed in any perceptible way if I show up with a scratch on my °57
De Soto, or if, ashamed of the state of my car, I do not go at all. But my
system might be greatly disturbed if I stayed home rather than meeting
or impressing people. The degree of disturbance, then, is related to what
we define as the system. If the rally is the system under analysis, there is
no accident. If that part of my life concerned with custom cars is the
system, there is an accident. A steam generator tube failure in a nuclear
plant can hardly be anything other than an accident for that plant and for
that utility. Yet it may or may not have an appreciable effect upon the
nuclear power “system” in the United States.

So far we have defined an accident as unintended damage to people or
objects that affects the functioning of the system we choose to analyze.
But we can also affect system functioning by “damaging” symbols, com-
munication patterns, legitimacy, or a number of factors that are not,
strictly speaking, people or objects. This observation will become impor-
tant if we are to consider such organizations as universities.

An accident, then, involves damage to a defined system that disrupts
the ongoing or future output of that system. But not all such disruptions
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should be classified as accidents; the damage must be reasonably sub-
stantial. In a nuclear plant, the momentary failure of the off-site power
supply (the electricity coming into the plant to run its machinery) usually
means that the reactor must be shut down. Similarly, a valve failure may
result in a shutdown. But we will not call these accidents, even though
they were not desired and have unfortunate or untoward consequences—
purchasing replacement power alone may cost a few hundred thousand
dollars before the reactor is restarted and the plant placed back on-line.
We will call them incidents. Though the reactor is shut down, it does not
sustain any damage. We need, then, criteria, inevitably somewhat arbi-
trary and rough, to distinguish between “minor” events such as these
and accidents. Furthermore, we need a scheme that can apply equally to
a steam generator as a system, or to a plant, or to the nuclear power
industry.

I propose that the system be divided into four levels. Disruption to the
third or fourth levels will be called accidents and disruption to the first
and second will be called incidents. It is a scheme that need not be ap-
plied carefully in all parts of this book; sometimes we will ignore it and
speak quite loosely of accidents when the meaning is obvious. But it is
important for selecting accidents for analysis, for understanding safety
devices, and for risk analysis; at times it will be crucial.

Consider a nuclear plant as the system. A part will be the first level—
say a valve. This is the smallest component of the system that is likely to
be identified in analyzing an accident. A functionally related collection of
parts, as, for example, those that make up the steam generator, will be
called a unit, the second level. An array of units, such as the steam
generator and the water return system that includes the condensate pol-
ishers and associated motors, pumps, and piping, will make up a subsys-
tem, in this case the secondary cooling system. This is the third level. A
nuclear plant has around two dozen subsystems under this rough
scheme. They all come together in the fourth level, the nuclear plant or
system. Beyond this is the environment.

With this scheme we reserve the term accident for serious matters, that
is, those affecting the third or fourth levels; we use the term incident for
disruptions at the first or second level. The transition between incidents
and accidents is the nexus where most of the engineered safety features
(ESFs) come into play—the redundant components that may be acti-
vated; the emergency shut-offs; the emergency suppressors, such as core
spray; or emergency supplies, such as emergency feedwater pumps. The
scheme has its ambiguities, since one could argue interminably over the
dividing line between part, unit, and subsystem, but it is flexible and
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adequate for our purposes. It must be flexible because at times we might
want to consider, for example, the Apollo rocket and modules as a sys-
tem; at other times we might want to consider all moon shots as a sys-
tem. What is an accident in the first might be a mere incident in the
second.
We are now ready for a formal definition. An accident is a failure in a
subsystem, or the system as a whole, that damages more than one unit
-and in doing so disrupts the ongoing or future output of the system. An
incident involves damage that is limited to parts or a unit, whether the
failure disrupts the system or not. By disrupt we mean the output ceases
or decreases to the extent that prompt repairs will be required. Since we
have drawn a dividing line between the unit and the subsystem, and
since many of the ESFs are clustered around that dividing line, it will
often mean that an ESF will be one of the components that fails.

Victims

Note that, in contrast to common usage, we have not explicitly made
damage to humans a part of our definition. This is because we are pri-
marily interested in systems and the way they work. Humans are part of
all the systems considered in this book, and a group of humans (the flight
crew on an airliner) or a single human (the astronaut in a space capsule)
may constitute a subsystem. Damage to them will mean that we have an
accident.

But it is important for analysis to treat humans in most systems as
mere parts. We kill about 5,000 people a year outright in U.S. industry.
The vast majority of these “accidents,” however, are only “incidents” in
our scheme, for no subsystem or system damage is entailed. Only a
“part” has been destroyed.

I am aware that this sounds like a quite heartless scheme, but while the
ultimate concern of this book is reducing actual and potential damage to
humans, I believe it is the character of systems that cause that damage,
and thus we need a definition of accidents that focuses upon system
characteristics. The failure of what we have defined as parts and units
plays a vital role in subsystem and system failures, but if the analysis is
limited to these we will lose our focus upon the kinds of systems that
business and government leaders decide should be built. Our analysis,
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then, must be of systems, and falling off a ladder becomes a mere
incident.

More important, we are concerned about those systems that have cata-
strophic potential—can cause damage to a great many humans. Our con-
cern here is not the blue-collar worker who backs into a grinding ma-
chine, or the scientist who accidentally creates the proper criticality
conditions for the plutonium he is experimenting with and is fatally
irradiated. More or less mundane precautions and training will reduce
the frequency of such accidents; fairly minimal attention to mine safety
greatly reduced the number of coal mining deaths in a few years. Our
concerns are more cosmic. To bring them into focus, we will turn to a
victim classification scheme that will be used throughout this book.

Most of the work concerned with safety and accidents deals, rightly
enough, with what I call first-party victims, and to some extent second-
party victims. But in this book we are concerned with third- and fourth-
party victims. Briefly, first-party victims are the operators; second-party
victims are nonoperating personnel or system users such as passengers
on a ship; third-party victims are innocent bystanders; fourth-party vic-
tims are fetuses and future generations. Generally, as we move from
operators to future generations, the number of persons involved rises
geometrically, risky activities are less well compensated, and the risks
taken are increasingly unknown ones. We will take a close look at each of
the four classes.

First-party victims are the operators of the system. In this book opera-
tors will include not only those actually running the system (nuclear
plant operators, pilots, ship officers) but others in attendance on regular
shifts, such as first-level supervisors, maintenance personnel, low-level
engineering personnel, and laborers and assisting personnel. Most indus-
trial accidents involve operators; in fact, most involve only one operator.
Most industrial accidents are attributed to “operator error” or “human
error” by those who study and seek to prevent such accidents. There is a
growing recognition, however, that this is a great oversimplification;
worse, it involves blaming the victim. It also suggests an unwitting—or
perhaps conscious—class bias; many jobs, for example, require that the
operator ignore safety precautions if she is to produce enough to keep her
job, but when she is killed or maimed, it is considered her fault. Some
operators are compensated for the risks they run by receiving higher pay
than the skill level would suggest, but in industry as a whole there is no
clear relationship between risk and pay.! There is no impersonal, fair
market that rewards those that risk their lives with higher wages. Indeed,
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“jumpers” or the “glow boys” in the nuclear industry, temporary help
who dash into a radioactive area to make repairs, will be hired for two or
three weeks® work, at only six dollars an hour, even though they can
receive high doses of radiation in the few minutes they are near the core.?
There is no evidence of compensation for the long-term effects of toxic
chemicals or contaminated atmospheres. Textile workers are not compen-
sated for brown lung disease, nor are chemical plant workers compensated
for cancer showing up ten or twenty years after exposure.

Second-party victims are those associated with the system as suppliers
or users, but without influence over it. They are not innocent bystanders
(third-party victims), because they are aware (or could be informed) of
their exposure, even though such exposure may not be entirely volun-
tary. The largest class of second-party victims are passengers on ships,
trains, airlines, cars, and busses. To some extent they “choose” to partic-
ipate in the system, and thus elect to share at least some of the risk. If I
accept a ride home from a party with an inebriated driver, I accept the
risk. The difference between first- and second-party victims with regard
to voluntary exposure may be slight when we compare an unemployed
person who has no choice but to accept risky work, and an employee who
must travel extensively to keep his job. Neither has realistic options to
participating in the system. But there are less ambiguous examples. Com-
paring second-party victims to inriocent bystanders illustrates the slightly
voluntary nature of the former: we feel differently about airline passen-
gers killed in a crash than we do about innocent bystanders on the
ground killed by the airliner’s crash. The former accepted the risk of
flying, the latter did not.

There are other types of second-party victims. For example, consider
the office personnel hurt by a refinery explosion or the truck driver deliv-
ering goods for his company who just happens to be on the site when the
explosion occurs. These are the voluntary actions of people who elect to
participate in a system but have no influence over its operation. Never-
theless, without these second party or system-associated participants
there would be no system. The refinery could not run. Like passengers,
they are participants in the systern and aware of some risks.

Third-party victims, innocent bystanders, have no such involvement
in the system. I have heard some nuclear proponents argue, in a confer-
ence on establishing safety goals for nuclear power plants, that people
can choose not to live near a nuclear plant (or choose to avoid going to
events at a stadium that is in the flight path of an O’Hare Airport run-
way). But I think these arguments can be dismissed. Nuclear plants exist
near all densely populated areas in the United States; there is simply no
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practical means to avoid being within 50 miles of one. Even if one could,
a severe core meltdown with breach of containment under the proper
weather conditions could contaminate areas as large as the whole North-
east. The plutonium that might have crashed on Madagascar during the
Apollo 13 emergency reentry of the atmosphere would have contaminated
innocent bystanders in a distant part of the world that one would have
thought safe from such high-technology disasters. People are aware of
risks associated with flying; but I suspect that most people living down-
stream from large dams do not realize the dam is near enough to endan-
ger their lives in the case of a failure.

Fourth-party victims are, for the most part, victims of radiation and
toxic chemicals. They are fetuses being carried at the time of exposure;
the would-be children that damaged parents will not be able to conceive;
stillborn or deformed children conceived after exposure; and all those
people who will be contaminated in the future by residual substances,
including those substances that will become concentrated as they move
up the food chain. Note that we do not include run-of-the-mill pollution
here. Nuclear plants may regularly give off radiation in doses large
enough to affect fetuses or future reproductive capacity, as a few scien-
tists argue (though most deny); but these consequences are not the result
of accidents. (Although one might argue that such radiation is a design
failure that should, but doesn’t, interrupt the output.) Nor are the pollut-
anis from industrial plants of concern here, unless they are released in an
accident. This routine and mostly conscious contamination of the planet
probably has more serious long-term consequences than any accident we
shall consider in this book, other than military accidents, but it is beyond
the scope of our concern.

The importance of fourth-party victims in risk analysis is growing with
the increasing concern and sophistication about the long-term conse-
quences of some systems. Yet recognition is slow. A draft version of the
NRC’s “Safety Goals for Nuclear Power Plants™ indicated that while the
NRC was aware of “inter-generational” risks from a nuclear power plant
accident through genetic effects or long-term contamination, ‘“we cannot
suggest a good way to handle the issue in a safety-goal context.” So they
ignored it.3 If the risks of an accident are kept low enough, they said,
there will be no problem with ignoring inter-generational effects. This
conclusion answers the question about consequences of accidents by say-
ing they will be trivial because there will be so few accidents.

Fourth-party victims potentially constitute the most serious class of
victims. Chemical or radioactive contamination of land areas could have
far-reaching effects upon the health of future generations. Genetic defects
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harm future generations in other ways, including adding the burden of
lifetime care and treatment of victims. Future generations carry the bur-
den; the present generation reaps whatever rewards there may be from
the activity.

These issues are comparatively new—less than one generation old.
Some influential scientists and acaclemics, at the workshop that tried to
formulate safety goals for the NRC, argued that the present generation is
more important than future ones—for we need nuclear power to prevent
economic and political crises—and who knows, there may be a techno-
logical fix that would mitigate the burden for the future generations of an
accident in the present one. Thus at least some of the “experts” do not
see the issue as a clear-cut one of our responsibility to future generations.
Other experts, however, believe we have a responsibility to pass on to
our offspring a world that is at least no more contaminated and degraded
than the one we inherited.

Accident Definitions

We now have a definition of an accident, distinguishing it from incidents
on the basis of levels in the system. The following list presents these and
adds the definition of the two types of accidents: component failure acci-
dents and system accidents, which we will now take up.

Systems are divided into four levels of increasing aggregation: units,
parts, subsystems, and system.

Incidents involved damage to or failures of parts or a unit only, even
though the failure may stop the output of the system or affect it to the
extent that it must be stopped.

Accidents involve damage to subsystems or the system as a whole,
stopping the intended output or aﬁectlng it to the extent that it must be
halted promptly.

Component failure accidents involve one or more component failures
(part, unit, or subsystem) that are linked in an anticipated sequence.

System accidents involve the unant1c1pated interaction of multiple
failures.

Component failure accidents and system accidents are distinguished
on the basis of whether any interaction of two or more failures is antici-
pated, expected, or comprehensible to the persons who designed the sys-
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tem, and those who are adequately trained to operate it. A system acci-
dent, in our definition, must have multiple failures, and they are likely to
be in reasonably independent units or subsystems. But system accidents,
as with all accidents, start with a component failure, most commonly the
failure of a part, say a valve or an operator error. It is not the source of
the accident that distinguishes the two types, since both start with com-
ponent failures; it is the presence or not of multiple failures that interact
in unanticipated ways.,

The vast majority of component failure accidents involve a series of
failures. If a valve fails there is good chance that the pump will overheat
and fail, and if this happens, the boiler is quite likely to overheat because
the coolant is insufficient. Designers know this, and so do operators—
though they may not be able to prevent it, or intervene in the series of
failures, There will be some accidents, however, where the initial failure
is so drastic that it is not worth tracing out the subsequent sequence, if
there is one, If the wing comes off an airplane in flight, or an earthquake
shatters a dam, we hardly need further analysis. These might be called
“final accidents”; there is no possible intervention by operators, and no
point in detailing sequences. We will not deal with any examples of these
in this book; for one thing they are fairly rare, but more important,
analysis of the system itself does little to contribute to understanding
these accidents.

Incidents are overwhelmingly the most common untoward system
events. Accidents are far less frequent. Among accidents, component fail-
ure accidents are far more frequent than system accidents. I have no
reliable way to estimate these frequencies. For the systems analyzed in
this book the richest body of data comes from the safety-related failures
that nuclear plants in the United States are required to report. Roughly
3,000 Licensee Event Reports are filed each year by the 70 or so plants.
Based upon the literature discussing these reports, I estimate 300 of the
3,000 events might be called accidents; 15 to 30 of these might be system
accidents. So far, at least as far as we know, all the system and compo-
nent failure accidents in nuclear plants have had only first-party victims,
and very few of these.
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Complex and Linear Interactions

What kinds of systems are most prone to system accidents? In the last
chapter we kept mentioning two concepts: interactiveness, which could
confuse operators, and tight coupling, which could prevent speedy recov-
ery from an incident. With a more precise definition of these two terms,
we can classify systems and be forewarned about those that are most
prone to system accidents. We will take up interactions first.

The notion of baffling interactions is increasingly familiar to all of us.
It characterizes our social and political world as well as our technological
and industrial world. As systems grow in size and in the number of
diverse functions they serve, and are built to function in ever more hos-
tile environments, increasing their ties to other systems, they experience
more and more incomprehensible or unexpected interactions. They be-
come more vulnerable to unavoidable system accidents.

Interactiveness per se, though, is not a useful concept. Almost any
organization of any size, whether public or private, will have many parts
that interact once we look closely at them. The existence of many parts is
no great trouble for either system designers or system operators if their
interactions are expected and obvious. If a part or a unit fails in an
assembly line, it is quite clear what will happen to the parts and units
“downstream” of the failure, and we know that the products “upstream”
will start piling up fast. We can shut down the line and fix it, or bypass
that work station and assemble the missing parts later on, or temporarily
shunt the product into a storage bin. These are “linear” interactions:
production is carried out through a series or sequence of steps laid out in
a line. It doesn’t matter much whether there are 1,000 or 1,000,000 parts
in the line. It is easy to spot the failure and we know what its effect will
be on the adjacent stations. There will be product accumulating up-
stream and incomplete product going out downstream of the failure
point. Most of our planned life is organized that way.

But what if parts, or units, or subsystems (that is, components) serve
multiple functions? For example, a heater might both heat the gas in tank
A and also be used as a heat exchanger to absorb excess heat from a
chemical reactor. If the heater fails, tank A will be too cool for the recom-
bination of gas molecules expected, and at the same time, the chemical
reactor will overheat as the excess heat fails to be absorbed. This is a
good design for a heater, because it saves energy. But the interactions are
no longer linear. The heater has what engineers call a “common-mode”
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function—it services two other components, and if it fails, both of those
“modes” (heating the tank, cooling the reactor) fail. This begins to get
more complex.

This source of complexity was slow to gain recognition in the nuclear
power field. The first analytical model to consider common mode fail-
ures appeared only in 1967, according to a perceptive and disturbing
article by one of the editors of Nuclear Safety, E. W. Hagen.4

The monumental reactor safety study issued in 1975, WASH-1400 or
the Rasmussen Report, was criticized by a subsequent NRC study for
giving insufficient and overly simplified attention to this problem. Ha-
gen concludes that potential common-mode failures are “the result of
adding complexity to system designs.” Ironically, in many cases, the
complexity is added to reduce common-mode failures. The addition of
redundant components has been the main line of defense, but, as Hagen
illustrates, also the main source of the failures. “To date, all proposed
‘fixes’ are for more of the same—more components and more complex-
ity in system design.”* The Rasmussen safety study relied upon a “PRA”
(probabilistic risk analysis), finding that core melts and the like were
virtually impossible. Hagen notes ( p. 191) that PRAs, “using established
techniques of reliability and statistical analysis,” constitute the main
source of public reassurance about such potential dangers. But, he notes,
this involves a “narrow definition” of common-mode failures, and the
analysts “are busily working in an area which has not been shown to be
the main problem.” The main problem is complexity itself, Hagen ar-
gues. With that we can agree.

Common-mode failures are just one indication of interactiveness in
systems. Proximity and indirect information sources are two others. For
a graphic illustration of complexity in the form of unanticipated interac-
tions from these sources, let us go to a different system, marine trans-
port. A tanker, the Dauntless Colocotronis, traveling up the Mississippi
River near New Orleans, grazed the top of a submerged wreck. The
wreck had been improperly located on some of the charts. Furthermore,
it was closer to the surface than the charts indicated because its depth
had been determined when the channel was deep, and the listing for
mariners had not been corrected for those seasons when the river would
be lower. The wreck, only a foot or so too high for the tanker, sliced a
wound in the bottom of the tanker, and the oil began to seep out. Unfor-
tunately, the gash occurred just at the point where the tank adjoined the
pump room. Some of the oil seeped into the pump room. At first it was
probably slow-moving, but the heat in the room made it less viscous,
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allowing it to flow more rapidly, drawing more oil into the pump room.
When enough accumulated it reached a packing “gland” around a shaft
near the floor that penetrated into the engine room next to it. The oil
now leaked into the engine room. In the hot engine room, evaporation
was rapid, creating an explosive gas. There is always a spark in an engine
room, from motors and even engine parts striking one another. (In fact,
nylon rope can create sparks sufficient to cause explosions in tanker
holds.) When enough gas was produced through evaporation, it ignited,
causing an explosion and fire.

In this example, an unanticipated connection between two indepen-
dent, unrelated subsystems that happened to be in close proximity
caused an interaction that was certainly not a planned, expected, linear
one. The operators of the system had no way of knowing that the very
slight jar to the ship made a gash that would supply flammable or explo-
sive substances to the pump and engine rooms; nor of knowing, until
several minutes had passed, that there was a fire in the engine room; or
of the extensive amount of oil involved. They tried to put it out with
water hoses, perhaps not realizing it was an oil fire, but the water merely
spread the oil and broke it up into finer, more flammable particles.

This accident went on for several hours, because the crew made vari-
ous mistakes (e.g., a key fire door had been tied open and was not closed
by an escaping crew member, allowing the fire to spread), and they did
not have a clear notion of the location of the many rooms and closets
and passageways in that part of the ship. Late in the accident a trained
fire crew boarded the ship equipped with protective devices and proper
extinguishing equipment. But when they opened one door there was a
series of explosions. They immediately closed the door and made no
further attempt to put out the fire in that part of the ship, believing that
the oil was producing explosive gases. Subsequently, however, it was
determined that there were no explosive gases involved by this time;
instead, three small empty gas tanks stored just inside the door, before
being exchanged for full ones, had exploded when the heat expanded the
residual amounts of freon, oxygen, and acetylene in them.¢

Thus even in the recovery stage of the accident a nonlinear interaction
intervened to mislead the recovery attempt. It was a sensible place to
store the tanks; who could imagine that there might be a fire, that fire-
fighters would not be certain that there were not explosive mixtures be-
hind the closed doors, and that these tanks would go off just as the
firemen were entering the passageway? A requirement that empty tanks
be stored elsewhere would hardly make the ship safer; who could know
where the next fire might be?
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Recall the illustration that opened this book, linking three ‘“subsys-
tems”; breakfast, getting to the appointment, and the job interview. In
the world we plan out and think through, this seems like a very linear,
straightforward problem—get some food and coffee, get the car, drive to
the interview. One would expect the car keys to be linked to using the
car, but one would not expect the failure of the coffeepot to be linked to
using the car. One would also not expect that even if the car failed, the
alternative of a taxi would be linked to a contract dispute, and the neigh-
bor’s car would be unavailable just that day. These represent interactions
that were not in our original design of our world, and interactions that
we as “operators” could not anticipate or reasonably guard against. What
distinguishes these interactions is that they were not designed into the
system by anybody; no one intended them to be linked. They baffle us
~ because we acted in terms of our own designs of a world that we expected
to exist—but the world was different.

I will refer to these kinds of interactions as complex interactions, sug-
gesting that there are branching paths, feedback loops, jumps from one
linear sequence to another because of proximity and certain other fea-
tures we will explore shortly. The connections are not only adjacent,
serial ones, but can multiply as other parts or units or subsystems are
reached.

The much more common interactions, the kind we intuitively try to
construct because of their simplicity and comprehensibility, I will call
linear interactions. Linear interactions overwhelmingly predominate in
all systems. But even the most linear of systems will have at least one
source of complex interactions, the environment, since it impinges upon
many parts or units in the system. The environment alone can constitute
a source of failure that is common for many components—a common-
mode accident. But even the most complex systems of any size will be
primarily made up of linear, planned, visible interactions.

Based upon a general knowledge of various systems, considerable ex-
perience with reading accident reports, and some site visits, I suggest that
only 1 percent of all possible parts or units in a linear system are capable
of producing “complex” interactions, while about 10 percent of those in
a complex system will be capable of doing so. But that 10 percent repre-
sents more than a tenfold increase in the potential for system accidents.
The potential interactions produced by, say, four parts or units that are
interrelated in a complex, rather than linear way, is twelve. (There are
twelve possible paths between the four parts.) Suppose this exists in a
system where there are 400 parts or units. If 10 percent of the units had
such characteristics, rather than only 1 percent, there would be forty such
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parts or units. The potential complex interactions of each one of these
with the remaining 399 would be in the millions, since the possible paths
increase exponentially. Of course, in a large system some parts are so
remote from each other that the chances of their interacting in unexpected
ways can be disregarded; but many will not be so remote. Thus, increas-
ing the proportion of possible complex interactions from 1 percent to 10
percent will have an enormous impact upon the potential for system
accidents—given the fact that, since nothing is perfect, component fail-
ures are inevitable.

The possibility of many unintended interactions is recognized by de-
signers, so they introduce buffers and other safety devices to prevent
some kinds of interactions. Imagine a chemical plant where gas is expect-
ed to flow from tank A to tank B, because the pressure is kept higher in
tank A than in tank B. Various things go into tank A besides the basic
gas—reagents, purifiers, “inerting” gases, and so on. Then the gas flows
to B, where additional substances are piped in to alter that mixture even
further. This is quite straightforward and linear.

But there is a danger that it might become nonlinear. A feedback loop
could occur if pressure declined in tank A because of a failure there or
elsewhere, and the now-modified gas in tank B flowed back into A. This
could create problems; it might even be dangerous. The engineers are
aware of this, so they design a butterfly valve to be placed between the
two tanks to prevent reverse flow. An engineered safety device (ESD) is
installed to keep the system as linear as possible (in this case, flowing in
one direction). But valves can fail, especially rarely used ones. If the
pressure in tank A were to fall and the butterfly valve to fail, the feed-
back loop would open again, and the operators might not expect the
interaction. Actually, this example is so simple that most operators
would take the unplanned interaction into account as a possibility.

For a more complicated example involving quite remote and indepen-
dent units, recall the case in the last chapter of the demineralized water
needed to clean up the containment room in the nuclear plant. A faucet
(valve) was opened to see if the water had been sent to the men, and a
complex series of backflows and pressure adjustments occurred that al-
lowed radioactive materials to enter containment. There was nothing
very linear about that, to the operators in containment, the operators in
the control room, or the engineers who designed the system. Nor did
anyone make an error or even a mistake in design. Subsequently they
could figure out what had happened and introduce measures to prevent a
recurrence, but that meant altering an unexpected and unplanned inter-
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action between two normally independent subsystems, core maintenance
and steam generation. As I suggested, there are probably a number of
other complex interactions ready to be revealed by a casual event in that
very complicated piping system.

Linear interactions are overwhelmingly those of an “expected produc-
tion sequence”—this is the way the system is designed to run, and any-
one operating it will know that. Complex interactions will generally be
those not intended in the design. No designer of the Dauntless Coloco-
tronis said, “Let’s put the number 5 tank next to the pump room so they
can interact.” There is just no way to isolate all tanks in a tanker from a
room that generates sparks. Or the nonlinear interactions may be in-
tended but rarely activated, and thus operators or designers forget about
them. It could have been foreseen by a designer that demineralized water
might sometimes be needed in containment, so she could have made it
possible to line up various valves to provide the water. But if it is rarely
used or is usually lined up before a crew enters containment, the faucet
creates no problems, it is not an expected production sequence but an
infrequently used system possibility (in this case, for maintenance, not
production). Thus, complex interactions may be unintended ones, or
intended but unfamiliar ones.

While linear interactions occur overwhelmingly in an anticipated pro-
duction sequence, there is another kind of interaction that does not occur
in a production sequence but is nevertheless obvious, and thus can be
defended against. This is a visible interaction, even though it is outside
of the normal sequence. If the operator of a crane sees that the part of the
crane that holds up the load (cable, ratchet, motor, hook) has failed and
the load is about to drop on a boiler on the floor, he knows what this
interaction will produce. There is nothing mysterious about the connec-
tion between these events, though they are certainly not in any expected
production sequence. Knowing there is a remote possibility of a large
load falling, the operator usually tries to avoid passing it over the boiler,
but he cannot always do so. Similarly, the designer may have considered
covering the boiler or moving it, but estimated that the problems in-
volved were too great, given the remote possibility of a large load falling
at just that point.

To summarize our work so far: Linear interactions are those interac-
tions of one component in the DEPOSE system (Design, Equipment,
Procedures, Operators, Supplies and materials, and Environment) with
one or more components that precede or follow it immediately in the
sequence of production. Complex interactions are those in which one
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component can interact with one or more other components outside of
the normal production sequence, either by design or not by design.

To elaborate on the properties of these interactions as they affect the
operators:

Linear interactions are those in expected and familiar production or
maintenance sequence, and those that are quite visible even if
unplanned.

Complex interactions are those of unfamiliar sequences, or unplanned
and unexpectéd sequences, and either not visible or not immediately
comprehensible.

A note on the terms “complex” and “linear” is in order. It is difficult
to find precise terms that are also brief; I have opted for brevity. “Com-
plex” should read “interactions in an unexpected sequence”; “linear”
should read “interactions in an expected sequence.” One problem with
the terms complex and linear is that the opposite of complex is “simple,”
and the opposite of linear is “nonlinear.” Linear interactions are *“sim-
ple” in the sense that they are easily comprehensible, but “simple” im-
plies unsophisticated processes and technologies, or systems with few
parts and units or routine and uncomplicated operation and mainte-
nance. But the production of, say, pharmaceuticals or F-16 fighter planes
is anything but simple, though it is linear. On the other hand, “nonlin-
ear” does not readily convey the notion of possible incomprehensibility,
while the term complex does. I will occasionally slip in such phrases as
“complexly interactive” and “linear sequences” to remind the reader
that neither of the chosen terms is really satisfactory.

Another warning is in order. Since linear interactions predominate in
all systems, and even the most linear systems can occasionally have com-
plex interactions, systems must be characterized in terms of the degree of
either quality. It is not a matter of dichotomies. Furthermore, systems
are not linear or complex, strictly speaking, only their interactions are.
Even here we must recall that linear systems have very few complex
interactions, while complex ones have more than linear ones, but com-
plex interactions are still few in number.

Finally, the reader should not equate the notion of a linear system with
the physical layout of the plant or production process. It does not neces-
sarily imply an assembly line, although these production systems tend to
be linear. Nor does the designation “complex system” necessarily imply
highly sophisticated technology, numerous components, or many stages
of production. We will characterize universities as complex systems, but
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as most large-scale organizations go, they have few of the above
characteristics. :

In order to understand systems, we need to go beyond the distinction
between the two types of interactions. By examining, in the next section,
how systems cope with hidden interactions, we will explore the basic
attributes of complex systems, and be able to characterize them more
systematically.

Coping with Hidden Interactions

Linear systems also have interactions that are not visible, of course, but
they occur within well-defined and segregated segments of the produc-
tion or maintenance sequence. Controls, such as dials, warning lights,
audible alarms, and switches read the presence of these interactions and
inform the operators and allow them to intervene. In systems with a fair
degree of complex interactions, however, well-defined and segregated
segments do not necessarily exist. Instead, jiggling unit D may well affect
not only the next unit, E, but A and H also. This increases the number of
controls that must be installed and monitored. The control panel of a
nuclear plant is considerably denser and larger than that of an oil or coal
plant, in part because so many components are linked in branching paths
and feedback loops.

Attempts are continually made to reduce the number of controls by
automating the subsidiary interactions and leaving only the main param-
eters for the operators to worry about. But this decreases the system’s
flexibility; the operator loses the ability to correct a minor failure in a
part rather than shutting down a whole unit or subsystem. The operator
cannot exit from the high-level, summary controls to the low-level spe-
cific one required to deal with a single part. Larry Hirschhorn provides
an instructive example in a perceptive article on the limits of “cybernet-
ic” (self-correcting) systems, which I shall elaborate on considerably.”

Consider a piston engine and a fuel pump. If particles get into a cylin-
der, perhaps during a maintenance procedure, or from wear from some
other part, they can cause the piston to move more sluggishly. The result
is that there is less output from this part of the engine. A control device
monitors the output (but not the many causes of reduced output, such as
foreign particles, piston wear, low octane fuel, over- or under-heating).
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Noting the reduced power, the automatic control calls for more fuel from
the fuel pump. This does compensate for the new source of friction, and
the machine functions adequately, though less efficiently. But suppose
that a surge in power is called for from the engine. The fuel pump is
asked to increase its output. Soon its limit is reached. A typical cybernet-
ic monitor will now decide that the fuel pump has failed; it will not know
that the requirements expected of a (now degraded) piston/cylinder part
cannot be met. An engineered safety device comes on, sending fuel from
another source to the cylinder.

Any number of things might happen at this point. If the first pump is
left running (since it has not, in fact, failed at all) there will be too much
fuel supplied, which might burst some fuel carriers, stall the engine with
fuel flooding in, overpressurize the fuel supply so that it tries to flow
backwards (an eventuality that was not conceived by designers, so no
protection is provided), or cause a runaway engine that rapidly overheats
and explodes.

If, instead of the above, power to the fuel pump is automatically shut
off because it is believed to have failed, the pump may be shut off with
the valves in the open position, rather than the closed position they
would be in if the pump had indeed failed. This could create back-flow or
other problems since the other systems have not been shut off. Designers
might have anticipated that if an undamaged pump were shut off, it
would be because of a power failure that would affect other units of the
system, and thus no back-flow problems would occur. In this case, how-
. ever, an undamaged pump loses its power but keeps its valve setting,
while other related parts or units do not lose their power and thus keep
operating.

After the failure, the pump would probably be replaced, since the mon-
itor indicated that this is what had failed. But the problem would remain,
since it resided in the piston; only the automatic cybernetic control sys-
tem thought the problem was the pump. This elaborated example is fab-
ricated, but it illustrates the difficulty control systems have in reading the
nature and source of failures. In a system without this added complexity,
an operator presented with this sequence would probably cut back on the
power demands, reasoning that either the engine or the fuel supply was
malfunctioning, check the pump by varying engine speed, and conclude
that there was sluggishness in the engine, which in fact is the correct
conclusion.

One limitation of this example is that there is no pressing reason to
have automatic controls in such a simple system (though if the motor
exists in connection with many other units or subsystems, it may be
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advisable). But in some systems automatic controls are necessary be-
cause there is simply not sufficient time for operator reaction. The nucle-
ar reactors designed by Babcock and Wilcox are of this type. The reactor
is extremely responsive, and this has important economic benefits. But
some of its subsystems may be too responsive. With a loss of coolant, the
operator may have only thirty to sixty seconds before the steam genera-
tor boils dry. Consider this accident at the Crystal River, Florida, plant
in February 1980.

For an unknown reason a short circuit occurred in some of the con-
trols in the control room. The utility said it could have been due to a
bent connecting pin in the control panel, so sensitive are these devices,
or the malfunction may have been caused by some maintenance work -
being done on an adjacent panel. The short circuit distorted some of the
readings in the control system, in particular the important and very sen-
sitive one of coolant temperature. The computer “thought™ the coolant
was growing too cold, so it speeded up the reaction in the core. (The
Babcock and Wilcox reactor operates within a very efficient, but quite
narrow temperature band.) The reactor overheated, the pressure in the
core went up to the danger level, and then the reactor automatically shut
down. The computer was apparently now puzzled, and correctly ordered
the pressure relief valve (PORYV) to open, but incorrectly ordered it to
remain open until things settled down. This was an “error” on its part,
because pressure dropped so quickly that it automatically caused high
pressure injection to come on, and stay on, flooding the primary coolant
loop—including the core, steam tubes, and pressurizer. A valve stuck
and 43,000 gallons of radioactive water were dumped on the floor of the
reactor building. Fortunately it was not worse; after several minutes an
operator noticed the computer’s error in keeping the relief valve open
and closed the valves manually. Had the frequent injunction been fol-
lowed that the computer knows best, and that the (dumb) operators
should keep their hands off the system until its routines are carried out,
the sump would have overflowed and we would indeed have had a wet
reactor.?

Operators tend to resist the introduction of more general, high-level
controls such as cathode ray tubes (CRTs), which produce a television
screen display of the state of a number of units or subsystems, because
they feel they cannot make selective interventions as easily. Only these
high-level controls can be manipulated; the selective ones are more diffi-
cult to get to because it is assumed they will not be needed. They may be
out of the way, or accessible only by a complicated series of steps that
inactivate the more general controls. On the other hand, operators also
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complain about the arrangement of less automated systems that allow
selective intervention, because they are confronted with 15-foot banks of
identically designed switches with tiny numbers above them. These are
not even grouped in any way that reflects operation, but only in the way
that reflects ease of installation. One of the most common “operator
errors” in nuclear plants is, understandably, operating the wrong switch.
Surely the choice need not be reduced discretion versus endless, identical
displays.?

Complicating the dilemma of too few vs. too many controls is the
problem of uncertain “default” status. Default status is the normal status
of a control; for example, you must choose to change a switch to “on”; by
default it is “off.” The position of a relief valve is normally closed. The
temperature reading on a drain pipe is normally cool. The position of
most block valves is normally open. One might decide to have the de-
fault status represented by a green light on the control panel—go ahead,
there is no danger. But one also might decide to have green represent
open valves or circuits that are open. to current flow—they are “on,” and
on is the default status. One can readily see the problem: if something is
normally closed, this status cannot be represented by the color green,
since green also means it is on, or open. Nor can red be reserved for
“danger”; if the reactor is supposed to be on, you may want a red signal
to warn you that it is on, even though it is not dangerous, but normal
under these circumstances. But then what would green mean? (I learned
the hard way that on my personal computer closing a “dip switch”
means to open it!)

Some switches and valves have 1o be on at certain times and off at
others, so there is no default position. Some systems use colored lights to
handle this. If operating mode A is in effect, then switch 1 should be on,
and an amber light next to the switch indicates this. If operating mode B
is in effect, the switch should be off. If the switch is in the wrong position
for the operating mode, a red or blinking light appears. If that part of the
system is not in operation, a green light may be on, regardless of the
position of the switch, or no light may be on. But modes and switches are
not always clearly linked; there may well be a mode A and a mode Al,
and the correct switch positions for the two would be different. Opera-
tors sometimes disconnect these sophisticated indicators (or much more
commonly, ignore them) because of such complications.

These problems exist in all industrial and transportation systems, but
they are greatly magnified in systems with many complex interactions.
This is because interactions, caused by proximity, common mode con-
nections, or unfamiliar or unintended feedback loops, require many
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more probes of system conditions, and many more alterations of the
conditions. Much more is simply invisible to the controller. The events
go on inside vessels, or inside airplane wings, or in the space craft’s
service module, or inside computers. Complex systems tend to have
elaborate control centers not because they make life easier for the opera-
tors, saving steps or time, nor because there is necessarily more machin-
ery to control, but because components must interact in more than lin-
ear, sequential ways, and therefore may interact in unexpected ways.

In addition to there being many interactions to control, the informa-
tion about the state of components or processes is more indirect and
inferential in complex systems. The reactor core at Three Mile Island
had no direct measure of coolant level. Given the high pressures and the
flow of coolant in the core, such a measure would be very hard to pro-
vide, and would introduce more penetrations of the vessel, something to
be avoided. So, operators had to estimate coolant level from indirect
indicators. The presence of steam voids and hydrogen bubbles made
even these unreliable.

To cite other examples, pilots in ships or airplanes can fix on the
wrong star. Ships may find navigation beacons obscured by shore lights,
distorted by refractions, or simply out. Routine fluctuations in pressure
and temperature in chemical plants can mislead operators. Operators
discount an abnormal reading, thinking it is part of the routine fluctua-
tion. Generally they are correct; occasionally they are wrong. At TMI the
operators knew the temperature on the hot leg of a drain pipe was abnor-
mal because of a leak. During the accident, when the temperature ex-
ceeded even this abnormal reading, they treated it as a particularly wide
fluctuation, whereas it really indicated an open relief valve.

In 1977 New York City experienced a massive and very costly black-
out. One key contribution to the accident was an operator’s expectation
about the default reading for current flowing over a particular line. Nor-
mally that line carried little or no current. The operator did not know
there had been two relay failures—one that would automatically lead to
a high flow of current over that line; and a second that blocked the flow
over the line. The operator treated the zero current reading as normal. In
fact, it was abnormal, but only in this particular set of circumstances.
This ambiguity led to a systematic, by-the-book sequence of actions to
handle the problems that were showing up in other parts of the system,
ending in the system being brought to a halt.!® The only evidence the
operator could really “see,” in terms of sensory confirmation, was the
lights going out in his control room.

In a typical (linear) manufacturing plant both errors and interactions
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are more visible. If an operator misunderstands an instruction the super-
visor will probably know it soon encugh because she will see the operator
set up for the wrong task. I am told that one of the advantages of old-
style steam valves, where the stem of the valve will rise when opened, is
that a quick glance by an operator or supervisor over a huge room will
show which valves are open, and which are shut—they just stick up
when open. If an employee heads for the wrong valve after misunder-
standing an order, that will be quite visible too. In complex systems,
where not even a tip of an iceberg is visible, the communication must be
exact, the dial correct, the switch position obvious, the reading direct and
“on-line.”

The problem of indirect or inferential information sources is com-
pounded by the lack of redundancy available to complex systems. If we
stopped to notice, we would observe that our daily life is full of missed or
misunderstood signals and faulty information. A great deal of our speech
is devoted to redundancy—saying the same thing over and over, or re-
peating it in a slightly different way. We know from experience that the
person we are talking to may be in a different cognitive framework, fram-
ing our remarks to “hear” that which he expects to hear, not what he is
being told. The listener suppresses such words as “not” or “no” because
he doesn’t expect to hear them. Indeed, he does not “hear” them, in the
literal sense of processing in his brain the sounds that enter the ear. All
sorts of trivial misunderstandings, and some quite serious ones, occur in
normal conversation. We should nct be surprised, then, if ambiguous or
indirect information sources in complex systems are subject to
misinterpretation.

Transformation Processes

As we gain more experience with systems, and design them more effec-
tively, the high degree of interactiveness may be reduced. In Chapter 5
we shall examine the case of air traffic control, where exactly this appears
to have happened. It is also true that a poorly trained or inexperienced
operator may see a system as replete with unsuspected interactions or
“traps,” but after gaining experience may find it to be more linear. Fi-
nally, new technological breakthroughs may bring linearity into a once
complexly interactive system, as when the jet engine replaced the piston
engine, or the transistor replaced the vacuum tube. Though there is a
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tendency to then demand more of the redesigned system, and thus build
in new interactions, as has been dramatically recounted in the case of a
jet fighter,)! we should emphasize that new or improved designs and
more operator experience may reduce the possibilities of unexpected in-
teractions. Some we shall examine in this book are aspects of marine
transport, the air traffic control system, dams, and mining. But our ma-
jor concern is with systems that appear to be irretrievably complex, or at
least will remain so for the next few decades. Generally these are systems
that transform their raw materials, rather than fabricate or assemble
them,

Transformation processes exist in recombinant DNA technology,
chemical plants, nuclear power production, nuclear weapons, and some
aspects of space missions. Most of these are quite new, but it is signifi-
cant that chemical processing is not. While experience has helped reduce
accidents, accidents continue to plague transformation processes that are
fifty years old. These are processes that can be described, but not really
understood. They were often discovered through trial and error, and
what passes for understanding is really only a description of something
that works. Some of industrial chemical production is of this nature;
much of iron and steel production was of this nature, although it has
been greatly altered through scientific research.

The existence of transformation processes without full understanding
certainly characterizes nuclear power; recall that the nuclear scientist
who advised Governor Thornburg of Pennsylvania during the accident
had asserted three years before in a scientific journal that there could be
no problem with a zirconium-water reaction—the process was well un-
derstood. Yet precisely this problem produced the hydrogen bubble.
Each space mission introduces new systems that may be unreliable be-
cause of lack of knowledge. Experience will increase understanding of
some of these problems (our rockets do not blow up on the launch pad as
readily as they once did), but the performance of space vehicles is still
subject to much uncertainty. Recombinant DNA research is fraught with
gaps in knowledge. Limited knowledge, then, allows unsuspected interac-
tions, and requires many control parameters and indirect sources of
information.

This completes our discussion of the attributes of systems with com-
plex interactions. To summarize, complex systems are characterized by:

¢ Proximity of parts or units that are not in a production sequence;
e many common mode connections between components (parts, units, or
subsystems) not in a production sequence;
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unfamiliar or unintended feedback loops;

many control parameters with potential interactions;
indirect or inferential informaticn sources; and
limited understanding of some processes.

Complex systems are not necessarily high-risk systems with cata-
strophic potential, universities, rasearch and development firms, and
some government bureaucracies are complex systems, as [ will argue
shortly. We can now briefly contrast complex and linear systems.

Linear Systems

The parts or units of linear systerns that are not in a direct production
sequence tend to be spatially spread out. Fabrication or assembly allow
this, while transformation processes often have to be compact. Linear
systems lack the common-mode connections that require proximity. It is
also a design criterion to separate various stages of production for sheer
ease of maintenance access or replacement of equipment. Linear systems
not only have spatial segregation of separate phases of production, but
within production sequences the links are few and sequential, allowing
damaged components to be pulled out with minimal disturbance to the
rest of the system. In complex systems, removing a component or shut-
ting it down means temporarily severing numerous ties with consequent
readjustments, capping, product storage, removal to get access, and re-
configurations because parts and units tend to be multiply linked. Linear
systems also favor serial production—a series of linked but semi-inde-
pendent production steps—rather than what organizational theorist
James Thompson calls “pooled interdependence,” where all components
(including operators) must coordinate their input if the system is to func-
tion at all.12

In contrast to complex systems, there is minimal specialization of la-
bor, materials, and pools of supply in linear systems. Equipment is spe-
cialized (“dedicated,” engineers call it), but the people who run it tend to
be generalists. Operators are trained on several tasks because they tend to
rotate, bid on various jobs, or fill in for people. Maintenance people can
operate equipment in an emergency, operators perform emergency main-
tenance. There are, of course, limits to such substitutions, including the
demands set by unions. Later we shall see that substitutability is impor-
tant for recovery from an accident—people can fill in and know some-
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thing about the other person’s job. Here, in discussing complexity and
linearity, the emphasis is upon awareness of interdependencies. In com-
plex systems, not only are unanticipated interdependencies more likely
to emerge because of a failure of a part or unit, but those operating the
system (or managing it) are less likely, because of specialized roles and
knowledge, to predict, note, or be able to diagnose the interdependency
before the incident escalates to an accident.

Consider some key jobs in complex systems and note how little substi-
tutability there is between them: fighter pilots and maintenance; bombar-
diers and pilots and navigators; nuclear plant engineers and operators;
operators and welders and other maintenance people rated to do special-
ized jobs; lab technicians and biochemists in a recombinant DNA firm;
chemists with advanced degrees and lab technicians, in a chemical plant,
or chemical engineers and control room operators; astronauts and
ground control managers; navigators, radio operators, captain, and
helmsmen on a ship.

Though I don’t want to claim a vast difference between employees in
complex and linear systems, the latter appear to have fewer specialized
and esoteric skills, allowing more awareness of interdependencies if they
appear. The welder in a nuclear plant is more specialized (and specially
rated), and presumably more isolated from other personnel, than the
welder in a fabrication plant. Specialized personnel tend not to bridge the
wide range of possible interactions; generalists, rather than specialists,
are perhaps more likely to see unexpected connections and cope with
them.

What is true of labor is also true of materials and supplies. If materials
and supplies are substitutable, more latitude of response is available,
limiting failures to incidents and preventing failures in the first place.
But complex systems appear to have more exacting requirements for
materials and supplies; the fuel cannot be off-standard, nor one fuel sub-
stituted for another, whether we are dealing with nuclear plants, aircraft,
spacecraft, or chemical production. Substitutions are more likely in lin-
ear systems.

Finally, linear systems have minimal feedback loops, and thus less
opportunity to baffle designers or operators. There are fewer interactions
of control parameters, because controls are more decentralized, and at-
tached to special-purpose equipment. And the information used to run
the system is more likely to be directly received, and to reflect actual
operations.

The two systems are summarized in Table 3.1, with some summary
terms listed that will be used in the rest of the book.
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TABLE 3.1
Complex vs. Linear Systems

Complex Systems

Linear Systems

Tight spacing of equipment

Proximate production steps

Many common-mode connections of com-
ponents not in production sequence

Limited isolation of failed components

Personnel specialization limits awareness of

Equipment spread out

Segregated production steps

Common-mode connections limited
to power supply and environment

Easy isolation of failed components

Less personnel specialization

interdependencies
Limited substitution of supplies and Extensive substitution of supplies
materials and materials
Unfamiliar or unintended feedback loops Few unfamiliar or unintended feedback
loops
Many control parameters with potential Control parameters few, direct, and
interactions segregated

Direct, on-line information sources

Extensive understanding of all processes
(typically fabrication or assembly
processes)

Indirect or inferential information sources

Limited understanding of some processes
(associated with transformation
processes)

Sumpraary Terms

Complex Systems Linear Systems

Proximity

Common-mode connections
Interconnected subsystems
Limited substitutions

Feedback loops

Multiple and interacting controls
Indirect information

Limited understanding

Spacial segregation

Dedicated connections

Segregated subsystems

Easy substitutions

Few feedback loops

Single purpose, segregated controls
Direct information

Extensive understanding

Which Is Best?

This litany of problems with complex systems and the advantages of
linear systems might suggest the latter are much preferable and complex
systems should be made linear. Unfortunately, this is not the case. Com-
plex systems are more efficient (in the narrow terms of production efhi-
ciency, which neglects accident hazards) than linear systems. There is
less slack, less underutilized space, less tolerance of low-quality perform-
ance, and more multifunction components. From this point of view, for
design and hardware efficiency, complexity is desirable.

It also appears that we have comparatively little choice in the design of
some of our systems. Some complex systems can be redesigned to be
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more linear, such as in air traffic control or with the substitution of jet
engines for the very interactive piston engines. Nuclear plants could be
made marginally less complex if the spent storage pool were removed
from the premises. (Should a plant with a full load of fresh rods in its
pool have to be evacuated and the pool left unattended or without
power, the water could boil off in a few days. Without the water, they
would commence to fission like sparklers on the Fourth of July,) This
would eliminate some proximity and common-mode problems. Using
one control room to run two different reactors also seems like an unnec-
essary source of common-mode problems. The steam generation and
turbine systems could be separated from the nuclear system to reduce
unintended feedback loops, though at considerable expense. And per-
haps, as we noted in the last chapter, more “forgiving” designs exist. But
by and large no extensive reductions in complexity seem possible in the
nuclear power industry. The transformation system simply requires
many nonlinear interactions. The same is true of chemical plants such as
refineries; there is probably no efficient way to crack crude oil except in a
highly interactive system.

On the whole, we have complex systems because we don’t know how
to produce the output through linear systems. If these complex systems
also have catastrophic potential, then we had better consider alternative
ways of getting the product, or abandoning the product entirely. Short of
that there does not seem to be a choice possible between complexity and
linearity for high-risk systems. Complexity is inherent in some forms of
production. It is not intrinsically undesirable; we welcome complexity in
some bureaucracies and resist the “rationalization” of our disorderly life
because the unexpected interactions lead to innovations, amuse or inter-
est us, or provide variety. If the system has catastrophic potential, how-
ever, and we cannot prevent the propagation of incidents and intervene
before an accident has occurred, the issue is much graver. Let us see what
the idea of tight and loose coupling has to say about this. It is our second
major dimension in analyzing systems.

Tight and Loose Coupling

Engineers speak of tight and loose coupling in the normal course of their
work, and in that context the terms are quite clear. It’s not as simple as
coupling a garden hose to the faucet, and doing it tightly if we don’t want
to get sprayed, but that is a fairly close analogy; tight coupling is a me-
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chanical term meaning there is no slack or buffer or give between two
items. What happens in one directly affects what happens in the other.

Sociologists and social psychologists took up the term in the mid-
1970s to conceptualize a particular phenomenon.!? Some public service
organizations, public schools in particular, seemed to be characterized by
an unusually large gap between official programs and actual behavior. In
public schools researchers investigated the gap between new techniques
and actual changes in the behavior of teachers, or between new programs
and what the students actually learned. One might expect hierarchically
organized bureaucracies to be capable of altering the behavior of subordi-
nate personnel such as teachers and capable of producing outcomes in
students that bear some relationship to the official goals. The explana-
tion for the school’s failure to achieve its goals was that while the pro-
grams and goals were real enough, they were only loosely connected to
other matters with which the organization had to be preoccupied, such as
political demands from the environment, the autonomy of professional
teachers, and the ineffective mobilization of parental demands.

For example, there could be a tight connection (responsiveness) be-
tween a remedial program required by the school district and the school
in that it is funded, staffed, and given space and a place in the curriculum.
But the program might only be loosely coupled to other parts of the
school. For example, two new teachers, presumably hired for the pro-
gram, are actually the ones the school has long wanted to hire—a re-
spected art teacher and a person who can teach a course in computers.
They are used for these positions, and the two teachers who are the least
respected by parents and students are assigned to the new program. The
decisions might almost seem to have been made by themselves, so loosely
coupled is the demand for the new program with the existing problems of
the school.

The program budget is a concrete, discrete item, but its appearance
does not result in purchasing the proper supplies and doing the expected
remodeling. Instead, the supply orders are delayed, and the money used
for gym equipment and refinishing the gym floor. There is no intent of
fraud; the latter have long been pressing items, subject to an informal
agreement with the district that the expenditures can be made just as
soon as there is some slack in the system. The school principal reasons
that the remedial program will be taken care of when the new budget
passes. Space for the new program might turn out to be the most incon-
venient space, on the incontrovertible grounds that all the convenient
space is utilized, and the program should not disrupt successful existing
programs. Existing programs are buffered, in this way, from the impact
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of the new program. However, the district’s intent was to alter the
school’s existing priorities, which would require that the remedial pro-
gram should have an impact on—be tightly coupled to, and change—the
existing priorities. ,

Finally, the school could find it easy—almost inadvertent—to assign
students to the program not on the basis of their reading difficulties, but
because they are disruptive, impolite, or racially stereotyped. They all
look as if they need “extra help.”” And the classroom materials, carefully
designed by educators in elite universities, may bear little relationship to
the needs of the stigmatized students.

In all this a number of connections are being made—student social
status and program assignment; supply shortages and the power of cer-
tain departments; low performing teachers and periphery assignments.
The system is not lacking in connections, but they are “loose” ones.
Some are invoked for this program but perhaps not for the next. Some
were invoked by accident—a chance discovery that the way the budget
was drawn up it could cover costs of the gym floor. Others might have
depended upon fleeting events, perhaps a recent controversy regarding
the effectiveness of two teachers. Certainly the connection between the
official mandate for a remedial program and the actual practice is quite
loose. The characteristics of the system—its loosely coupled nature—
make it possible for it to respond to the outside demand in such a loose
fashion.

Loosely coupled systems tend to have ambiguous or perhaps flexible
performance standards, and they may, as in the case of the school, have
little consumer monitoring, so the absence of the intended connection
can remain unobserved. ‘

You might be tempted to call it a very inefficient system, or even a rip-
off of state or federal funds, and call for “tight coupling.” This would
make the remedial program work as everyone outside the system thought
it should work. But it would be a mistake to call it inefficient. The system
is quite efficient for accomplishing many things that many participants
desire; they are just not what the school district or the federal govern-
ment, which supplies the money, had in mind. A bit of authoritarian
leadership designed to put the official program in effect might well dis-
able parts of the system that others value. If the poor teachers remained
in the regular curriculum, parents would continue to object to them; if
the college preparatory subjects were put in the temporary building (tem-
porary since the end of World War II) they might also object; everyone
uses the gym and it needs fixing; and what is one to do with disruptive
students who reportedly interfere with the learning of the docile ones?
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Loose coupling, then, allows certain parts of the system to express
themselves according to their own logic or interests. Tight coupling re-
stricts this. Loose coupling, however, is not the same as disorganization,
unless we mean lack of centralized control by that term. Informally, the
school is well organized, with a variety of coherent (though occasional
shifting or episodic) interests, mechanisms for accommodative arrange-
ments, slack resources to meet unexpected challenges, and stable interac-
tion patterns. The degree of organization is independent of the degree of
coupling.

We have not strayed as far from the engineer’s usage of tight and loose
coupling as it may seem. Elaborating the concept as used by organiza-
tional theorists will allow us to examine the responsiveness of systems to
failures, or to shocks. Loosely coupled systems, whether for good or ill,
can incorporate shocks and failures and pressures for change without
destabilization. Tightly coupled systems will respond more quickly to
these perturbations, but the response may be disastrous. Both types of
systems have their virtues and vices.

For example, a continuous processing plant requires tight coupling. In
some continuous processing plants where the technology is well under-
stood and only linear interactions take place, such as pharmaceutical
plants, bakeries, confectionaries, or ball-bearing plants, the characteristics
of the product are altered frequently in response to market demands.
Processes are also altered frequently to reflect changes in raw materials or
operating conditions. Decisions to alter the process or shift to a slightly
different product must proceed quickly through the organization, pro-
ducing nearly unreflective changes in operator behavior. Resources are
strictly allocated, schedules strictly followed, and reporting systems must
be exact. Surveillance, both of processes and people, is continuous,
though it is usually through remote and unobtrusive indicators—at least
when higher-level personnel are monitored. Deviations from standards
are quickly noted or reported, since a long product stream is affected.
Responses to deviations must be standardized and immediate. The result
is high operating efficiency. To loosely couple such a production process
would be to invite disasters, as well as inefficiencies. If the system is
linear, rather than complexly interactive, tight coupling appears to be the
optimum mode of organization.

In contrast, consider a loosely coupled linear aircraft manufacturing
and assembly plant. Fabrication of the tail section will be separate from
the fabrication of the fuselage section it will be attached to. Different
metals are involved, different tolerances, and different heat-treating
processes. The constraints on the two sections are different, and their
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interdependence is minimal; the interdependence is taken care of in the
design stage. Personnel practices may be different too, since particularly
skilled personnel are needed for the tail construction, whereas fewer
skills are needed for the fuselage, which involves more routine tasks than
tail construction. This can lead to personnel decisions that resemble the
allocation practices we discussed in the school, reflecting unit power and
politics. Quality control, instead of being “built into” the system as in
continuous processing, may be a “stand-alone” function, performing its
own tests and inspections, physically isolated in the plant, and deliber-
ately not integrated into the other functions because its independence
must be maintained. But this buffering of quality control also means
loose coupling, with the possibility of parochial interests developing, or
unauthorized bargains with units.!4

Characteristics of Coupling In Systems

We are now ready to more systematically lay out what is meant by tight
and loose coupling in systems. These characteristics are reasonably inde-
pendent of our other major dimensions—complex interactions and
linearity.

1. Tightly coupled systems have more time-dependent processes: they
cannot wait or stand by until attended to. Sometimes this is expressly for
efficiency reasons, but generally it is because the production process does
not allow for cooling and reheating, for forgetting and then relearning.
Storage room may not be available, so products must move through
continuously. Reactions, as in chemical plants, are almost instantaneous
and cannot be delayed or extended. In loosely coupled systems, delays
are possible; processes can remain in a standby mode; partially finished
products (tail assemblies or students) will not change much while
waiting.

2. The sequences in tightly coupled systems are more invariant. B
must follow A, because that is the only way to make the product. Par-
tially finished products cannot be rerouted to have Y done to them be-
fore X; Y depends upon X’s having been performed. Though it may be
expensive, in an aircraft assembly line a door or seat or the radio controls
could be added later if there were a disruption. This is not the case for a
nuclear or chemical plant, or a pharmaceutical production line. In a
trade school the sequence of courses is carefully prescribed and more
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tightly coupled than a university where it does not matter much when
the science or math or language requirement is met.

3. In tightly coupled systems, not only are the specific sequences in-
variant, but the overall design of the process allows only one way to
reach the production goal. A nuclear plant cannot produce electricity by
shifting to oil or coal as a fuel; but oil plants can shift to coal and vice
versa with little or no reconversion. While continuous processing plants
(tightly coupled) can vary product mixes and production volume within
limits, they cannot make significant changes in the way the product is
made. However, manufacturing plants (generally loosely coupled) may,
even on a temporary basis, eliminate heat-treating by substituting an-
other metal; may shift from unit to batch production; contract out for
subassemblies; install or remove robotic devices; substitute plastic for
metal, and so on. In this sense, there are many ways to produce the item.
But for tightly coupled systems such as dams, chemical plants, power
grids, bakeries, and recombinant IDNA technologies, there is little flexi-
bility. Loosely coupled systems are said to have “equifinality” —many
ways to skin the cat; tightly coupled ones have “unifinality.”

4. Tightly coupled systems have little slack. Quantities must be precise;
resources cannot be substituted for one another; wasted supplies may
overload the process; failed equipment entails a shutdown because the
temporary substitution of other equipment is not possible. No organiza-
tion makes a virtue out of wasting supplies or equipment, but some can
do so without bringing the system down or damaging it. In loosely cou-
pled systems, supplies and equipment and humanpower can be wasted
without great cost to the system. Something can be done twice if it is not
correct the first time; one can temporarily get by with lower quality in
supplies or products in the production line. The lower quality goods may
have to be rejected in the end, but the technical system is not damaged in
the meantime.

Recovery from Failure

Coupling is particularly germane to recovery from the inevitable compo-
nent failures that occur. One important difference between tightly and
loosely coupled systems deserves & more extended comment in this con-
nection. In tightly coupled systerns the buffers and redundancies and
substitutions must be designed in; they must be thought of in advance.
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In loosely coupled systems there is a better chance that expedient, spur-
of-the-moment buffers and redundancies and substitutions can be found,
even though they were not planned ahead of time.

Since failures occur in all systems, means to recovery are critical. One
should be able to prevent an incident, a failure of a part or unit, from
spreading. All systems design-in safety devices to this end. But in tightly
coupled systems, the recovery aids are largely limited to deliberate, de-
signed-in aids, such as engineered safety devices (in a nuclear plant,
emergency coolant pumps and an emergency supply coolant) or engi-
neered safety features (a more general category, which would include a
buffering wall between the core and the source of coolant). While some
jury-rigging is possible, such possibilities are limited, because of time-
dependent sequences, invariant sequences, unifinality, and the absence
of slack. In loosely coupled systems, in addition to ESDs and ESFs,
fortuitous recovery aids are often possible. Failures can be patched more
easily, a temporary rig can be set up, a crane moved over, a pancake
landing made without power. There may, fortuitously, be plenty of space
separating a burning subsystem from other systems; it may be possible
and relatively harmless to flood an area to put out a fire, though no
designer planned for that. Tightly coupled systems offer few such oppor-
tunities. Whether the interactions are complex or linear, they cannot be
temporarily altered.

This does not mean that loosely coupled systems necessarlly have sufﬁ-
cient designed-in safety devices; typically, designers perceive they have a
safety margin in the form of fortuitous safety devices, and neglect to
install even quite obvious ones. Most of the safety devices required after
inspections by the Occupational Safety and Health Administration
(OSHA) are fairly obvious items, such as railings, rough treads on stairs
or passageways, emergency switches to shut off equipment, and require-
ments that the coupling for hoses be arranged so that an explosive gas
such as hydrogen cannot be inadvertently supplied to an area that needs
an inert gas. Even in loosely coupled systems there is still enormous room
for improvement in safety features.

Tightly coupled systems are not completely devoid of unplanned safety
devices. In two of the most famous nuclear plant accidents, Browns Ferry
and TMI, imaginative jury-rigging was possible and operators were able
to save the systems through fortuitous means. At TMI two pumps were
put into service to keep the coolant circulating, even though neither was
designed for core cooling. Subjected to intense radiation they were not
designed to survive; one of them failed rather quickly, but the other
kept going for days, until natural circulation could be established. Some-
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TABLE 3.2
Tight and Loose Coupling Tendencies

Tight Coupling Loose Coupling

Delays in processing not possible Processing delays possible

Invariant sequences Order of sequences can be changed

Only one method to achieve goal Alternative methods available

Little slack possible in supplies, equip- Slack in resources possible

ment, personnel

Buffers and redundancies are designed-in,  Buffers and redundancies fortuitously

deliberate available

Substitutions of supplies, equipment, Substitutions fortuitously available

personnel limited and designed-in

thing more complex but similar took place at Browns Ferry. The indus-
try claimed that the recovery proved that the safety features worked; but
the designed-in ones did not work. In both accidents the critical safety
features were disabled.

What is true for buffers and redundancies is also true for substitutions
of equipment, processes, and personnel. Tightly coupled systems offer
few occasions for such fortuitous substitutions; loosely coupled ones offer
many.

The characteristics of the two systems are summarized in Table 3.2.
These are tendencies; no system has, for example, absolutely invariant
sequences. Nor is a system likely to have all of the various
characteristics.

The Organizational World According to Complexity
and Coupling

Figure 3.1, the Interaction/Coupling Chart (I/C chart) puts interaction
and coupling together in a two-variable array. The placement of systems
is based entirely on subjective judgments on my part; at present there is
no reliable way to measure these two variables, interaction and coupling.
One may well quarrel with the placement in the figure. One good reason
for a quarrel is that there is no precise specification of just what consti-
tutes the system. Consider marine transport. On the high seas the system
includes the ship, radio communication, the weather, and perhaps one
other ship. But as the ship enters a crowded channel, we have not only
the weather, but bank effects (the suction created as the ship passes close
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FIGURE 3.1
Interaction/Coupling Chart
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to the underwater bank of a channel), tides and current flow, wrecks and
rocks, bridges, tows afid other ships, a crowded radio channel, and navi-
gation lights mixed in with the lights of highways, industrial plants, and
distant towers. The high seas and the channel systems are very different.
With “flying” we mix commercial airlines with recreational or sport fly-
ing. Mining includes strip mining, which should be closer to manufactur-
ing, and underground mining. These ambiguities are a problem, but for
the sake of a general argument I think the rough placement of vaguely
defined systems is still useful.*

*One serious problem cannot be avoided, but should be mentioned: To some unknown
extent it is quite possible that the degree of coupling and type of interactions have been
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By combining our two variables in this way, a number of conclusions
can be made. First, it is clear that the two variables are largely indepen-
dent. Examine the top of the chart from left to right. Dams, power grids,
and nuclear plants are all roughly on the same line, indicating a similar
degree of tight coupling. But they differ greatly on the interaction vari-
able. While there are few unexpected interactions possible in dams, and
not that many in power grids, there are many in nuclear plants.

Or, looking across the bottom. universities and post offices are quite
loosely coupled. If something goes wrong in either of these, there is plen-
ty of time for recovery, nor do things have to be in a precise order. In the
post office, mail can pile up for a while in a buffer stack without undue
alarm; people tolerate the Christmas rush, just as students tolerate lines
at fall registration. But in contrast to universities, post offices do not
have many unexpected interactions—it is a fairly well laid out (linear)
production sequence without a lot of branching paths or feedback loops.
This is not true of universities. Here there are multiple functions—teach-
ing, research, and public service, for example—and they can interact in
unexpected ways. Indeed, they are expected to; synergistic interactions
are desired, though “negative synergy” is also possible.

For example, let us suppose that a university reviews the record of an
assistant professor of sociology, and decides that not enough has been
published to warrant promotion 1o associate professor and the tenure or
job security that goes with it. It is all quite straightforward, since research
and publication are clearly specified as performance criteria for faculty
and are outputs of the system. But imagine that the faculty member is a
very good teacher, and the students protest the action. Imagine also that
dismissal will threaten a public service program that she ran. Not only
do the students protest, but some influential community members pro-
test. To convince the students that the department is not indifferent to
teaching quality, it has to institute a teacher evaluation program, and this
now threatens the status of the senior faculty (associate or full professors
with tenure) who have not had to pay much attention to this criterion
before. Furthermore, the local churches send a delegation of church offi-
cials to protest the demise of the service program, and in the process,

inferred from a rough idea of the frequency of system accidents in the various systems,
rather than derived from analysis of the properties of the systems independent of the nature
of their failures. That is, if there are few accidents caused by air traffic control, that “must”
mean it is not highly complex and tightly coupled, and then evidence for that conclusion is
sought, Since the analytical scheme evolved from examination of many systems, there is no
way to avoid this possible circularity. The scheme would have to be tested by examining
systems not included here, as well as by collecting data based upon more rigorous concepts
and verifying the placement of the systems that are included here.
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demand more say in university personnel practices. The dean now has
three problems on her hands: the department has to publish more (to
justify firing the assistant professor), spend more resources on teaching
to mollify the students, who have now made teaching a part of the formal
personnel evaluation, and face a mobilized external group that demands
some say in personnel decisions. This is an example of complex interac-
tions; in contrast to the linear post office, the university is high on
complexity.

But note that we are not likely to have a ‘“‘system accident.” Because
universities are loosely coupled there is ample slack to limit the impact of
this one personnel decision on other areas. Senior faculty members can be
quietly reassured that student evaluations will be processed slowly, and
evidence of the unreliability of evaluations will be discreetly passed
about. (In one case that I witnessed, the university couldn’t find the
$2,000 needed to keypunch and process a student-initiated teacher evalu-
ation program, the university’s first.) Community members will be prom-
ised more access to the Student Activities Council, but realistically they
will not be expected to attend often. The university research foundation is
quietly told to favor sociology applications in the next cycle of grants, or
joint appointments are handed out to make the sociology program look
more productive. No interruption of output is experienced. The event
remains an incident, with damage limited to the “part”—the teacher.
While interactive, recovery is easy because of loose coupling.

The post office and the university, then, are similar with regard to
coupling; both can recover from upsets because sequences are not that
inevitable, there is slack in resources, substitutions are possible. But the
post office is largely limited to linear interactions, while the university is
full of many potentially complex ones that can reach unexpectedly into
other parts of the system.

Educational systems are represented in three places in the 1/C chart:
universities are loosely coupled and complex, as we have seen; trade
schools are somewhat loosely coupled but very linear; and junior colleges
are near the middle of both dimensions. Trade schools have a well-de-
fined curriculum and fairly explicit set of subjects students are expected
to learn. This permits linear interactions to dominate and there are few
surprises. However, the cafeteria style of offerings allows students to
retake courses, making it somewhat more loosely coupled than junior
colleges, and trade schools are also staffed by part-time, often temporary
instructors who come and go with the changing student demands. Junior
colleges are a bit more tightly coupled because of sequencing within pro-
grams (blocks of courses) and because of personnel inflexibility. They are
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less linear than trade schools because they undertake more functions, in
particular, socialization and valuz impregnation (though not nearly as
much as universities do). Neither of these institutions would be expected
to have system accidents that result in stopping the output of subsys-
tems; if such subsystems as courses or community programs do fail, it
would be because of component failures—Ilack of students, instructors,
or community support.

Conclusion

This completes our major analytic work in this book. We have accom-
plished quite a bit: defined accidents, distinguishing them from inci-
dents; defined various classes of victims in a way that allows us to better
assess catastrophic potential; defined system and component failure acci-
dents; and defined our two key concepts, the types of interaction (com-
plex and linear) and the types of coupling (loose and tight). These vari-
ables have been laid out so that we can locate organizations or activities
that interest us and show how these two variables, interaction and cou-
pling, can vary independently of each other.

We now have the basic tools to proceed through a variety of systems
and examine them in terms of the type of accidents they have, and their
catastrophic potential. We shall start with chemical plants, which resem-
ble nuclear power plants in their system accidents, though not in their
consequences, yet which illustrate a comparatively old and stable
technology.
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CHAPTER 4

Petrochemical Plants

Petrochemical plants produce far fewer headlines and much less contro-
versy than nuclear power plants. They have been around for about one
hundred years, so ample engineering experience exists, and the public is
familiar with the sight of their gangly towers and squat storage tanks.
Fires rage uncontrolled in them at times, and a few operators might be
killed, but we do not have protest marches, a Chemical Regulatory Com-
mission, scientific panels and conferences that are covered by the media,
or a search for alternatives to our plastics and gasoline. It is a low-profile
industry—deliberately, as we shall see. It is also quite safe; the fires and
explosions kill few operators and few bystanders.

Yet the chemical industry is far from an unpromising subject for acci-
dent analysis; in fact, it provides some of the best examples of system
accidents we shall come across. It is quite tightly coupled, and has many
complexly interactive components. We are concerned with it primarily
because it illustrates the presence of system accidents in a mature, well-
run industry that has a substantial economic incentive to prevent acci-
dents. None of these factors are true of the nuclear power industry; it is
new, poorly run, and short of catastrophic accidents that would close all
plants overnight, accidents by and large only generate costs that can be
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passed on to ratepayers. It takes something really large, such as TMI, to
even affect stockholders.

In the chemical industry, with mature technologies, good manage-
ment, and strong incentives to keep the plants from blowing up, the
persistence of system accidents should suggest something intrinsic to the
processes themselves, which is what our theory of system accidents
would suggest. We will attempt, then, to demonstrate that the system is
complexly interactive and tightly coupled enough so that the accidents
that do occur are more likely to be system accidents than in other sys-
tems. We are also concerned with tlie catastrophic potential that is pres-
ent in the chemical industry (although to a far lesser extent than in the
nuclear power industry). It is true that there are few potential first- and
second-party victims in these giant complexes, since the industry is very
capital-intensive. Even large fires and explosions have rarely created
third-party victims in surrounding communities. However, experts tell
us that the plants are getting bigger, the communities closer, and the
substances more dangerous.!

There are two very important aspects of the petrochemical industry
that we shall not be considering here because of our concern with system
accidents: the health effects of employment, and the problems of toxic
wastes and toxic discharges that might affect the public. Were this a book
about the health dangers of industry, these would have 1o be extensively
discussed. The health hazards encountered by employees during their
employment in the industry are by some accounts, severe.? But like the
run-of-the-mill industrial accident, the prevention of health hazards can
be achieved through normal safety programs. The release of poisonous
substances as a result of accidents, such as the explosion of the chemical
reactor at Seveso, Italy, may be a growing problem, but unless the dis-
charge is the result of a system accident, it can easily be discussed else-
where, and has been.? The contamination of an 18-story New York State
office building is a grim harbinger of things to come, but again, it is not
our theme. Chemical poisoning is already well covered in Michael
Brown’s book, Laying Waste® and the incredible story of PBBs in the
cattle feed in Michigan is covered by Egginton.s

We will stick rather closely to chemical, refinery, and storage tank
accidents. There are plentiful, and serious enough in terms of catastroph-
ic potential. Several problems exist, however. First, the documentation is
not extensive. In part this is because fires and explosions—the form of
most chemical and refinery accidents—often eliminate the evidence
needed for understanding the event. More important, however, is the
reluctance of the industry to review accidents in a public, accessible
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form. We know so much about nuclear power plants because there is a
government oversight agency with the authority to inspect utilities. This
also holds for airplane accidents investigated by the National Transpor-
tation Safety Board, and for marine, railroad, and vehicular accidents.
The U.S. Bureau of Mines investigates mine accidents. Nothing equiva-
lent at the federal level exists for chemical plants. Space missions, dams,
and a few other systems come under federal review for various reasons,
but the chemical industry is in private hands and thus escapes this scruti-
ny, except in exceptional circumstances. The Occupational Safety and
Health Administration (OSHA) collects data on injuries and fatalities,
and does some inspection, but undertakes no analyses of the causes of
chemical explosions and fires.

The insurance companies that write chemical plant policies have a
substantial stake in analyzing accidents, and sponsor research and publi-
cations devoted to preventing accidents. But it is largely hortatory in
nature and not useful for analyzing accidents. The most important mate-
rial is produced by the industry itself, and unfortunately, it is circulated
privately and is not available to researchers outside the industry. Some
material finds its way into safety journals, and I will draw upon that for
specific accounts, but there is no extensive and reasonably representative
coverage of accidents in any detail as there is for other systems. Many of
our accidents will concern European firms simply because they discuss
their problems more openly. When I once attended a joint West German-
U.S. conference on safety in chemical plants, only oné of the invited U.S.
representatives came—and he was not sponsored by his organization but
came on his vacation time! I even found it extremely difficult to get a
simple plant tour of a refinery; after being turned down by firms I finally
tagged along with a group of Stanford engineering students. My efforts
with companies and trade and technical associations were generally met
with the statement that, “We do not want to wash our dirty linen in
public.” This is somewhat surprising since, as industrial linen goes, the
chemical and petroleum industry’s linen is very clean.

In terms of injuries, fatalities, and lost work time, the industry’s record
is one of the best. Working conditions are generally excellent. The aver-
age worker appears to be both more skilled and better paid than nuclear
plant operators. Plants, refineries, and tank farms have few workers in
attendance, so even though fires and explosions are frequent, injuries are
few and fatalities very low. Most workers are in protected quarters, such
as control rooms. Compared to most industrial activities there is little
danger of creating many first- or second-party victims through compo-
nent failure accidents or system accidents.
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The danger is the potential for third-party victims—innocent bystand-
ers or, in this case, people living within a few miles of a facility or driving
by one. Even so, there have been only a few major catastrophes. As the
'industry grows in size, the number and size of facilities will increase,
along with, possibly, the toxicity of the materials and the number of
people living or traveling nearby. Thus, the potential for third- and
fourth-party victims can be expected to rise, if, as I argue, even a highly
safety-conscious industry will have a substantial number of system
accidents.

The catastrophic potential will become evident in the course of the
chapter. But first, some scant data on the frequency of accidents, whether
component failure or system accidents, must be reviewed. The industry,
variously referred to as the petroleum industry, petrochemical industry,
or hydrocarbon processing industry, includes exploration, gas processing,
drilling, chemical production, refining, pipelines, and a variety of mar-
keting and other services. Its overall safety record is very good—for ex-
ample, in 1980, only one in about seven thousand workers was killed
outright, and there was one disabling injury for every sixty-nine workers
during the year, making it one of the safest industries. The National
Safety Council rates industries according to the number of deaths and
lost days of work, per million hours worked. The average of all U.S.
industries is 2.5, that for the chemical industry, 1.45. Within the industry
rates varied. Drilling operations had a rate of 10.75, chemical processing,
1.62, and refineries were 1.41.7

Clearly it is not a disastrous industry for employees. The low incidence
of work injuries and fatalities does not mean, however, that there are no
plant accidents. It means that workers are few in number and well shielded
from them. The most serious plant accidents result in, or from, fires and
explosions. Statistics are very hard to come by; the American Petroleum
Institute, an industry service organization, does not give statistics for all
companies, and it is difficult to analyze those it does provide. Yet fires
are very common. Bulk plants and tank farms experienced a very size-
able 1,400 fires in 1974 and the same amount in 1975.% In 1979 the 166
refinery properties reporting to the survey experienced 205 fires—1.23
fires per year for each plant.® Since this overrepresents the large compa-
nies, and they have the better safety record, the rate for all properties
must be considerably higher.

Fortunately, some useful summary data on one segment of the indus-
try, ammonia plants appeared in 1978, and it is striking. Ammonia
plants are an established, venerable part of the chemical industry. Yet the
survey indicated the average ammonia plant had fifty downtime days per
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year, and ten to eleven shutdowns per year. This indicates they were in
operation only 86 percent of the time—considerably better than nuclear
plants, which average around 60 percent, but hardly reassuring. The in-
dustry has a goal of one turnaround (a shutdown for maintenance) every
seventeen months, but the average has been one every twelve months
because one-third of the maintenance turnarounds were initiated by ma-
jor equipment failures. In one four-year reporting period there was one
fire per plant every eleven months—roughly equivalent to the refinery
experience. No indication is given of the seriousness of the fires, but no
fire in an ammonia plant (or refinery) is without seriousness.!?

These data give us more cause for concern. A very mature operation
has to be shut down for repairs about 30 percent more frequently than
expected, generally from major equipment failures, and its plants have a
fire every eleven months. If the problems of the ammonia industry have
not been “wrung out” of the system by now, it may be that they are
endemic to the system-—normal accidents. Our review of accidents in the
petrochemical industry will suggest just that. But first, we will review a
famous accident that did not even start in a chemical plant, but on a ship.
It will tell us, however, what can happen when fires and explosions occur
near chemical plants. Just sitting there, they have their catastrophic po-
tential. Twenty-two years later the same location had another serious
accident, this time a system accident.

Texas City, Texas: 1947, 1969

In 1947 Texas City, Texas, experienced the worst series of explosions
and fires in U.S. history. The fire did not start in a petrochemical facility,
but on a ship loaded with fertilizer. The fertilizer contained ammonium
nitrate, a highly explosive substance used in manufacturing TNT. Efforts
by the ship’s crew to put out the fire failed, and the Texas City fire
department took over. While a large crowd watched, the ship blew up in
an enormous explosion. Fragments of the blast were blown 3 miles into
the air, and two airplanes flying overhead were incinerated. The noise of
the explosion was heard 160 miles away. Qil storage tanks nearby went
up in flames, and so did a large chemical plant. A nearby ship, also
loaded with explosive fertilizer, but relatively undamaged, tried to pull
away but rammed another ship; the two stuck together and either they
could not be moved, or the tugs in the harbor refused to try. The next
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evening the ships caught fire and another explosion rocked the city and
ignited a sulphur warehouse. By now one-third of the city was ablaze or
already burned down. The dead numbered 561 and the injured over
3,000; damage was over $100 million."

It is not something one forgets easily, so when another chemical plant in
Texas City had an explosion in 1969, the panic in the nearby area was ex-
tensive. The explosion was trivial by the 1947 standards, however, and no
one, incredibly enough, was seriously injured. Nevertheless it broke win-
dows in houses one and one-quarter miles away, and damaged residential
houses that stood as close as 750 feet from the plant. One 800-pound
section of the column that blew up landed 3,000 feet away—almost two-
thirds of a mile—but fortunately not in a residential area.

There were two striking features of the 1969 explosion. First, it indi-
cates that large explosions need not lead to loss of life. Chemical plants
are certainly not labor-intensive; in this case, there were only thirteen
people about. Six were in the control room, but the metal sides absorbed
much of the blast and the major danger came from the light fixtures that
came down with the false ceiling. Three maintenance men outside were
shielded by small items of ¢quipment. One operator, 200 feet from the
explosion (which, you may recall, sent an 800-pound piece 3,000 feet)
was only knocked to the ground. The main fireball was over his head. He
crawled out of the fire area and “imrnediately took steps that limited the
amount of flammable material entering the fire zone. He also activated
the emergency relief valves on the distillation equipment.” His actions
substantially limited the extent of the subsequent fires.!? Operators are
still useful to have around despite zll the automated safety equipment,
and decoupling was still possible.

The other striking feature is that there was extensive experience with
this specific process. Indeed, there had not been an incident in any oper-
ations with identical column conditions in eighty operating years. Yet
after the event the system was substantially changed to prevent another
accident in some quite distant future. Three failures that were not antici-
pated to interact came together. Here is how it happened.

The butadiene refining unit was operating normally when it was shut
down for repairs to something called a “stripper make compressor.” The
repair requires a day-long procedure, and all feed flow to the unit was
discontinued after two hours into the process. The refining column is a
tall stack, such as those you see when driving by a chemical plant, inside
of which there are “trays™ stacked up which allow gases to collect and be
removed at various stages of refinement. The process is, of course, auto-
matic, with closely regulated temperature and pressure values at the vari-
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ous.stages of the refining process. The column is in a state called total
reflux when it is shut off from feed flow; it is a closed system circulating
the contents, with liquid at the bottom and gases of various weights
above it.

The operation appeared normal to the operator, even though it was
erratic. The column normally operated erratically under total reflux con-
ditions, so there was no cause for concern. (There is a good bit of erratic
behavior in most automated chemical processes, and it is not well under-
stood, nor need it be during routine operation.) Operator attention was
required in maintaining a balance between the liquid in the base that
generated the vapor and liquid in the accumulator that replaced it. Un-
known to the operator, the column was slowly losing material through a
leaking valve in an overhead line (failure #1). This is the motor valve,
referred to below. But the column pressure and the pressure drop after
the feed was shut off were both normal; these conditions would normally
disclose a valve leak, but didn’t (failure #2), perhaps because of the total
reflux condition. “The make flow meter showed a continuous flow; how-
ever, the operator assumed that the meter was off calibration since the
make motor valve was closed and the tracing on the chart was a continu-
ous straight line near the base of the.chart (failure #3: faulty interpreta-
tion of information; a forced error). The column base-level indicator
showed a low level in the base of the column, but ample kettle vapor was
being generated.” ! However, one of the heavy components of the feed-
stock, vinylacetylene, which concentrates in the lower part of the column
as a kettle product, apparently more than doubled. Normally it is 35
percent, and is safe at levels up to 50 percent. In addition, also because of
the small leak, the liquid at the base of the column declined in volume
and must have uncovered the calandria tubes through which the stock
flows. This allowed the tube walls to overheat. (This was not an indepen-
dent failure but followed directly from the first failure.)

The combination of high tube wall temperatures and the increased
concentration of vinylacetylene set the stage for the explosion. It oc-
curred eleven hours after the reduction in feed flow began, and nine
hours after total reflux was obtained. There was no warning. There were
two explosions, the first being the disintegration of the lower 40 feet of
the column, which was scattered around the area, and almost immediately
thereafter, the second one resulting from the large quantities of gas re-
leased from the ruptures.'4

In this accident we have a component failure—a leaky valve—along
with the absence of information about system malfunctioning, since er-
ratic performance was to be expected, and an unexpected interaction of
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pressures, temperatures, and vapors within the column; in short, a sys-
tem accident. The company ordered many changes in the process at all
similar units, and these suggest that the process, though in place for a
long time, was not fully understood. The changes required lower tem-
peratures for the heating systems, a substitute for sodium nitrite (which
is converted to sodium nitrate and makes the butadiene-vinylacetylene
mixture less stable), the avoidance of the total reflux, keeping the per-
centage of vinylacetylene below 40 percent in the vapor phase at all
points in the system, and keeping the column concentration of the vinyl
below the base concentration.!®* But these changes do not seem to be
responsive to the problems with the process. Avoiding total reflux may
create other problems, and controlling temperatures had proved to be
impossible as it was. One might again have six or more million dollars in
damage and a threat to many lives, including nearby residents.

Changes were also made in the fire-fighting and recovery systems,
since the company found such problems as tanks without shut-off valves.
But by and large, one is impressed by the fire-fighting system and the
number of factors that worked in this emergency to prevent an even
larger disaster. As is typical, much of the problem was crowd control,
since the city is adjacent to the plant. Some, remembering the 1947 ex-
plosion, tried to flee; others were drawn to the sight by the fire and
thoroughly impeded the efforts of the company to fight the fire and look
for survivors. The lesson here, not remarked upon by the investigators, is
to isolate these plants.

Flixborough

Chemical plants have huge capital investments. Since they must be oper-
ated continuously in view of the investment and the nature of the pro-
cess itself, operating pressures to stay on-line must be intense. Some
indication of this, and of the difficulties of starting and stopping these
behemoths, is provided by the official board of inquiry into the famous
Flixborough disaster of June 1, 1974, in England. Extensively investi-
gated, it offers a rare glimpse into the world of automation and high
technology. It is not reassuring.

The plant produced something called caprolactam, used in making
nylon. To make it, cyclohexane was oxidized. Cyclohexane is quite simi-
lar to gasoline. It had to be circulated through the plant under pressure
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and a high temperature of 155° C. (310° Fahrenheit).!6 Oxidation of the
cyclohexane was carried out by passing the material through a set of six
reactors; air and catalysts acted on the heated cyclohexane, and the de-
sired products were distilled out.

On the 27th of March the Number 5 reactor was found to be leaking
cyclohexane. The plant was shut down, depressurized, and cooled, and
the reactor inspected. It had a serious crack some 6 feet in length. The
plant managers decided to by-pass this reactor. The Board of Inquiry
notes that only one of the several people at the meeting where the deci-
sion was reached was seriously concerned about restarting the plant with-
out inspecting the other five reactors. Furthermore, no one “appears to
have appreciated that the connection of No. 4 Reactor to No. 6 Reactor
involved any major technical problems or was anything other than a
routine plumbing job.” The “emphasis at the meeting was directed to
getting the oxidation process on stream again with the minimum possi-
ble delay.” The design and construction of the by-pass. were conducted
*“as a rush job.”!? In fact, no drawing was ever made, other than one in
chalk on the workshop floor; no calculations of strain were made; the
designer’s guide for the large bellows the by-pass pipe would be connect-
ed to was not consulted, and so on. The by-pass was completed after two
days, on the evening of March 29. The scaffolding that would hold the
20-inch pipe was rudely constructed in the rush to get the plant back on-
line. The supports were wholly inadequate, the report says, and some
were omitted, presumably in haste.

Once in place the by-pass was tested for leaks. One was found, so the
plant was depressurized, but they forgot to mark the leak and had to
pressurize it again, find it and repair it after depressurization. Pressuriz-
ing a large plant is not a negligible task; it can take several hours and
require thousands of steps. The plant was then repressurized to test for
leaks, none were found, and then the pressure was increased for further
tests, then depressurized once again, and finally start-up procedures were
carried out. One begins to see, with this account, the pressures the staff
may have been under. The report summarizes the condition of the plant
at this point as follows:

An assembly was installed which had been the subject of no design calcula-
tions, which did not comply either with the British Standard or with the bel- .
lows manufacturer’s recommendations; which was subject to a turning mo-
ment under pressure; which was wholly unrestrained in an upward direction
and wholly inadequately restrained in a downward direction. As a result the
bellows were subjected to shear forces for which they were not designed and
the 20-inch pipe [the largest they could find on the grounds, incidently; they
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needed a 28-inch one] was under high and unknown stresses resulting from the
end loads of 38 tonnes.!8

However, this solution seemed to work. The plant resumed operation
on April 1, was shut down for short periods twice in May, but on May 29
a leak was discovered on one of the vessels and during the course of the
day it was shut down. Two days later they were able to start up again.
Leaks were again found and so the circulation was stopped and heat
taken off, the leaks cured themselves; circulation was started and heat
put on. But pressure went up at an abnormal rate, requiring substantial
venting. Another leak was found and the process was repeated of cooling
and depressurizing. The personnel could not fix the leak because the
necessary spark-proof tools were locked up in a shed, it being Saturday!
The report felt this was “clearly not a satisfactory situation.” Now we are
into June 1, four days after the leak that occasioned this series of starts
and stops in this highly automated, sophisticated plant.

Full operation was delayed; the plant was short of high-pressure nitro-
gen. Further supplies would not arrive until midnight. But the plant itself
was quite alive, and ventings and rumblings went on because of unusual
pressure. The description is quite complex, involving multiple interac-
tions of pressure, steam for heat, nitrogen levels and shortages, and the
different conditions in each of the five reactors. The report is very careful
to point out that no operator errors were involved in the complex
maneuvering,

A number of anomalies were still unexplained at this time, especially
the fast rise in pressure and the excessive consumption of nitrogen, but
also the need for so much venting (these appear to be independent of the
condition of the by-pass pipe). In addition, due to the shortage of nitro-
gen supplies, the plant was required to “circulate™ or operate at operating
temperatures and pressure for some hours before oxidation of the cyclo-
hexane could commence. The report notes that the sudden rise of pres-
sure during the final shift might have been due to the accumulation of
peroxides in the system, or a nitrogen purge might have occurred, but
there was no way of telling.

The explosion occurred at 4:53 p.M. on June 1, shortly after the next
shift came on duty. It destroyed all the records, so the proximate cause is
unknown. The force of the explosior: has been estimated to be equivalent
to 15 to 45 tons of TNT. It is estimated that 30 tons of cyclohexane at
300° Farenheit formed a vapor cloud, which ignited. There were twenty-
eight employees killed and thirty-six other employees injured; beyond
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the plant boundary fifty-three people were injured, according to police
records, and many more suffered unreported injuries.!?

The plant was destroyed. Buildings 1,000 feet from the blast were dam-
aged; windows in the surrounding community were broken as far as one
and three-quarters of a mile away. At least 3 houses were demolished; at
least some degree of damage was sustained by 1,821 houses and 167
shops and factories in this quite rural area. All agree that the temporary
20-inch pipe ruptured and the gas poured out until it was ignited by a
nearby hydrogen furnace. But did the pipe rupture because it was inade-
quate in the first place, or because of the many other anomalies that
existed in the process? Prior to the rupture the plant certainly appeared
to be in a threatening mood.

The legendary Murphy was wrong. His law, that if anything can go
wrong it will, is disproved by almost all post-accident investigations of
large disasters. These investigations repeatedly point out that “it was
lucky it wasn’t worse.” In this case the luck was that it was Saturday,
since only a light shift was on duty at the plant; the wind was light, or a
larger plume could have been created and the explosion could have come
later, extending the damage; it was daylight and good weather so the fire
brigades could be more effective; the plant was in a rural area, and so on.
The rosy face of all accidents is twofold: it could have been worse, and
look at the lessons we learned.

Fairly gross negligence and incompetence seem to account for this
accident, but I would resist that conclusion. A fair degree of negligence
and incompetence is to be expected in human affairs, and under the
production pressures generated by a huge facility standing idle waiting
for tools or hydrogen or pipes we can expect forced errors. While the
temporary by-pass pipe was a poorly calculated risk, the by-pass had
worked for a month. There were anomalous conditions prior to the acci-
dent, which might have led to overheating or overpressure regardless of
the pipe and its supports; these anomalies could not be diagnosed. One
suspects it would be quite easy to convene a commission of inquiry to
investigate an accident that had not taken place, and in the course of
careful inquiry find a dobzen or so failures in the DEPOSE components
that should have produced an accident long ago. Complex systems must
live with these errors of design, equipment, procedures, and so forth.
Since the data for the proximate cause were destroyed, we cannot be sure
that there was an unexpected interaction of multiple failures, or simply a
pipe break, but the account would suggest that there were many indepen-
dent failures lying fallow for the fatal spark.
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Our discussion of nuclear power plants should make the following
observations familiar enough. There was organizational ineptitude: they
were knowingly short of engineering talent, and the chief engineer had
left; there was a hasty decision on the by-pass, a failure to get expert
advice, and most probably, strong production pressures. But as was noted
in the case of TMI and other nuclear plants, and as will be apparent from
other chapters, this is the normal condition for organizations; we should
congratulate ourselves when they manage to run close to expectations.
Had the pipe held out a short time longer until the reactor was repaired,
and a new chief engineer been hired, and had a governmental inquiry
board then come around, they could have concluded it was a well-run,
safe plant. Once there is an accident, one looks for and easily finds the
great causes for the great event. There were unheeded warning signals—
the by-pass pipe had been noted to move up and down slightly during
operation, surely an irregular bit of behavior; and there were unexplained
anomalies in pressure and temperature and hydrogen consumption. But
these were warnings only in retrospect. In these complex systems, minor
warnings are probably always available for recall once there is an occa-
sion, but if we shut down for every little thing . . .

And finally, there are the great lessons learned. In one account of the
accident there are recommendations for less inventory (smaller plants),
greater separation between buildings, a different reactor design, and
more status for safety advisors (“In highly technical industries like the
process industries, it is not sufficient to employ as safety adviser only an
elderly foreman who sees his job as taking statements from men who fall
off bicycles.” 20) Insurance companies in the United Kingdom, the author
complains, do not take into consideration the quality of management at
plants and the methods of operation; instead, they establish insurance
rates only on the differences in hardware and equipment. 2! It is unlikely
that these recommendations will find their way into operating practices.

Vapor Clouds

Flixborough was a vapor cloud explosion. These are the most fearsome
of petrochemical plant accidents. In a survey of vapor cloud incidents
published in 1977, the author notes:

Vapor cloud explosions have in recent years been the predominant cause of
the largest losses in the chemical and petrochemical industry. Because of
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trends toward plants of larger capacity, higher pressurcs, higher temperatures,
and greater inventory holdup, these losses have been increasing both in fre-
quency and severity.*22

The designation “vapor cloud explosions™ generally means those that
occur in the open air. An explosive gas forms a bubble, which may drift
for several minutes before igniting. Some of the bubbles noted in the
survey were large indeed. Although not all originated in chemical plant
accidents, the following details indicate the hazards. In an Illinois acci-
dent in 1972, two railroad cars involved in a “humping” operation,
where one overtakes another and the collision couples the cars together,
collided with too much force and released 118,000 pounds of LPG (liqui-
fied propane gas). (Why they were humping together LPG cars is hard to
imagine.) Since the cars were rolling, the gas spread as it leaked out. The
bubble covered about 5 acres when it exploded. There were no deaths,
but 230 people were injured, and the property damage (1972 dollars) was
$10.8 million. Two years later in Illinois another railcar accident released
isobutane. The cloud was one-half by three-quarters of a mile in size
before it exploded—eight to ten minutes after the accident. The *“yield”
was estimated to be between 200 and 400 tons of TNT, ten times that of
the Flixborough accident. There were 7 deaths and 356 injuries; property
damage was $21.7 million. A tank valve failure in a New Jersey refinery
created a cloud that extended to a highway just 200 feet away (not the
twelve-lane New Jersey Turnpike, fortunately), where a car probably pro-
vided the ignition source; two were injured. A cross-country pipeline in
Texas failed and led to a cloud that ignited after it drifted to a farmhouse,
which provided the spark, killing one and injuring four. Sometimes the
clouds do not ignite. An accident in a cyclohexane plant in Florida in
1971 produced a cloud that was 2,000 feet long, 1,200 feet wide, and 100
feet high, but it found no ignition source and dissipated. Releases of
vapors from such plants are not necessarily due to system accidents, but
they do indicate the catastrophic potential as plants and communities
encroach upon one another.

*The author of the article is associated with the insurance industry, and thus has access
to all the published data on such events. Yet 42 percent of the accidents noted, including
some large and catastrophic ones, are referenced only as “private communication.” No
doubt these were covered at the time in local newspapers to some extent, but it is unfortu-
nate that full technical discussions appear to be available only on a private basis.
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Prosaic Synergies

Vapor clouds are fairly exotic. But the petrochemical industry can pro-
duce unexpected interactions in a quiet storage tank on a winter’s night
in bleak Pocatello, Idaho. In 1978 a 7,000-ton ammonia storage tank, at
atmospheric pressure, partially collapsed when a vacuum developed in
it. The tank was 74 feet high (roughly equivalent to a six-story apartment
house) and 79 feet in diameter. Fcrtunately, the rupture that occurred
with the collapse was above the level of ammonia and the tank was only
one-third full, so the damage was small. The painstaking investigation
revealed the interactions.

The power went out one night when the temperature was 10° F, It is
believed that before the power was restored, ice crystals formed in the
instrument air system that measured the pressure in the tank and trans-
mitted it to the control room (failure #1). Another pressure indicator
existed, a gauge on the tank, but it was also connected to the transmitter
(a common-mode failure, #2). A third indicator was a simple manometer
on the top of the tank, but with two other indicators this one had been
allowed to fall into disrepair, and regular checks on it had not been made
(failure of a backup device, #3). Even if the manometer had not fallen
into disrepair, it is unlikely that anyone would have been sent out at
midnight in 10° weather to climb a 75-foot tank on the remote chance
that the instruments might be faulty because of ice crystals forming in
the line.

The collapse of the tank was causzd by the failure of the vacuum relief
valves (failure #4). A tank as wide and tall as an apartment house re-
quires that the proper internal pressure be maintained, but as the con-
tents are drawn out, a vacuum will be created which must be relieved. As
the tank and the contents heat up under the sun, on the other hand, the
pressure must be relieved. All this is done by a neat device that relieves
pressure at a certain point and vacuum at another point. A few months
prior to the accident operators had replaced the original valve with a new
one. However, it was the wrong valve. It did not have the vacuum relief
capacity. Furthermore, maintenance, in checking the performance of the
new valve, only checked for pressure relief, not vacuum relief. Normally,
this feature is not utilized; as ammonia is drawn out, the compressors are
used to pump air in. Even without the severe cold there could have been
a failure, for as the ammonia contracts at night, the compressors are run
to keep the air pressure up. But they are regulated by the instrumentation
system, so its failure might lead to insufficient air pressure.
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Next, the heaters failed. Nine of the twenty-two heaters, which are in
the ground under the tank (a part of the foundation, I gather) had failed.
This is why the ammonia contracted so much; it was not heated sufh-
ciently. It was the combination of these diverse failures (instrumenta-
tion, relief valve, heaters) that caused the collapse; any one or even two
of them would probably have been corrected by safety devices or have
been discovered in the normal course of events.

The recovery operations revealed further complex interactions. Actu-
ally, there were two collapses; after the first the compressors had to be
shut down immediately for safety reasons. They would have been restarted
shortly, but with the instrumentation failure there was no way to ascer-
tain the pressure inside. The tank sagged again, this time rupturing the
side. The rupture allowed air in and equalized the pressure. But there
was a danger of an explosive mixture, so the tank was blanketed with
nitrogen (an inert gas). This blanket reduced the partial pressure of the
ammonia in the tank, causing the ammonia to cool below its normal
storage temperature of —34° F. Personnel decided to take the risk of
having an explosive mixture, and the nitrogen purge was disconnected,
because subcooling of the ammonia could bring the contents well below
the temperatures for which the steel tank and the foundations were
designed.?

The accident was a prosaic, trivial event in an industry where there is
an average of one fire for every plant every eleven months, and 1,400
tank farm fires per year. But prosaic, trivial failures even in a passive
storage facility can interact and come close to causing a large explosion
in a large facility. Fortunately, Pocatello is small and remote.

The following concerns a modest fire in an ammonia plant, the analy-
sis of an investigating team, and the revealing comments of industry
personnel discussing a paper on the accident presented at a meeting. It
nicely illustrates incomprehensible interactions, the tendency to blame
the victims, and the production pressures in the industry to get back on-
line no matter what the risks.

A power failure occurred in a Louisiana plant and the system had to
start up again. A large start-up heater brings the gases used for the syn-
thesis up to the temperature where the reaction will be self-supporting.
The heater is 61 feet high, several feet in diameter, and stands in the
open next to many pipes and near some buildings. A compressor sends
gas into this heater where it burns and heats coils that carry the gas used
for synthesis. Normally, natural gas is burned in the heater, but the com-
pressor for this system was not in service because of a damaged seal, so
“process gas™ was used instead, as had been done on other occasions.
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(This is not quite a “failure,” but something equivalent, an off-standard
condition that normally can be tolerated.)

The heater was lit at 4:30 in the afiernoon. Three hours later the opera-
tors were ready to increase its firing, but when they applied more fuel
they got a rumbling noise, and the temperature in the heater did not rise
to the proper level. They verified the valve alignment of the start-up
heater, and then the operator in the control room decided to increase the
flow of synthesis gas through the system, hoping this would heat it faster.
It did, the synthesis gas temperature began rising, and “all operating
conditions seemed normal.” 24 Fortunately, the technicians working out-
side near the heater left the area. Shortly thereafter the coil in the heater
ruptured and the five-story heater was engulfed in flames. Two mechani-
cally operated valves were closed and the fire allowed to burn itself out.

Subsequent investigation illustrated that substitutions in complexly
interactive systems are not as easy as they are in linear systems. Nor-
mally, the substitution of a process gas compressor for a natural gas
compressor should create no problems. But no one realized that because
the natural gas compressor was not operating, the suction pressure of the
synthesis gas compressor (the feedstock that is going to be changed)
would be a bit lower than normal. Some unknown connection exists
between the three separate compressors—natural gas, process gas, and
synthesis gas—such that the inoperative status of the first affects the
temperature of the third, even though they are quite independent. Fur-
thermore, another condition must affect this interdependence, since no
problem had occurred when the second was substituted for the first on
other occasions. The investigation report does not indicate the pathways,
but it nevertheless faults the operators for being unaware of them, “The
effects of this abnormal condition” (the fact that the natural gas com-
pressor was not operating and process gas was used instead) “were not
fully realized by operating personnel.” 2%

The report also faults the operators for not closely watching the indica-
tors that monitored the flow of synthesis gas through the heater, which
would have disclosed that something was wrong. But the report goes on
to acknowledge that ‘“‘the flow indicators were considered unreliable be-
cause there was hardly any indication of flow during both normal opera-
tions and in start-up conditions, especially when starting up both con-
verters simultaneously,” as they were now doing. (Note this trivial
interdependency of the two converters and their effect upon flow.) The
operators, then, were blamed for not monitoring a flow that was so faint
it could not be reliably measured. It hardly mattered in any case, since
both flow indicators had been set incorrectly, and furthermore the
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alarms for them, indicating low flow, “had been disarmed since they
caused nuisance problems during normal operations.”26 Small wonder,
after all this, that the flow indicators “were not closely monitored.”

Post-accident investigation also revealed that the manufacturer of the
start-up heater coils had upgraded the specifications for the coils eleven
years before, but the plant had never made the change. Had they done so,
the coils would have been stainless steel, as the new specifications re-
quired, and there would have been no rupture. During the next mainte-
nance shutdown the change was made, as were a number of other
changes. The company relocated the instruments needed during the fir-
ing of the heater to a safe location, and added better flow measurements
and interlocks to cut off fuel gas when the synthesis gas has a low flow.
One foreman was designated to focus solely on the unit when it is under
start-up conditions, and “a formalized training manual was prepared.”
But there was no time for these safety measures when the plant was out
of service following the fire. The article notes the production pressures:
“As usual, following an unplanned shutdown, downtime has to be kept
to a minimum.” They patched the coil, and four days later had the plant
running.

Considering this haste to get the plant running regardless of unattended
deficiencies, and considering the presence of baffling interactions, irrele-
vant flow indicators, and an engineering failure to upgrade the coils as
specified, it might come as a surprise to find that two of the three
“causes” of the accident, according to the official report, were attributed
to operator error. Operators did not appreciate “the critical parameters
of this operation”; and did not realize it was an abnormal start-up condi-
tion. The third cause mentioned was the failure to have one foreman
assigned only to unit start-up duty?” —a curious and probably inconse-
quential assignment of error.

In the discussion that followed the presentation of the paper on the
accident it turned out that not all those in attendance agreed with the
investigating committee. An engineer from another company, for exam-
ple, said, “We tend to do too many things too often without telling the
operator what he has to do and why we changed our minds.” Another
said he favored correcting such problems through design—‘‘put in stain-
less steel, then no matter what temperatures you reach, you should be
safe,” and “If you depend only on well-trained operators, you may fail.”
Others noted they had had similar heater failures. An engineer from
another company described a similar accident. He said they had a ball of
fire of about 100 feet radiating all around the heater, and “this is a most
frightening event for personnel. One of our men tried to quit his job to
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avoid loss of his sanity; and some other people were quite afraid of the
whole thing for a long time.” Nevertheless, since only the top coil was
damaged, ‘“we cut the coil out, pulled the next coil up, and rolled the two
together. The next day we were making ammonia again.” His remarks
provide a nice glimpse into the industry culture of avoiding downtime.
The author of the paper analyzing the accident provides a glimpse into
the contrasting culture of the workers: “We have an adjacent plant about
100 yards away from the start-up heater, so the crew there had a full view
of the fire. When the unit did rupture, they decided pretty quickly that
they weren’t getting paid enough to stay around, so they bailed out and
headed for the gate.” 28

Reassuring workers is a theme that occasionally comes up in the safety
journals. It was a distinct problem after an explosion in a liquid carbon
dioxide plant in Hungary where five employees were frozen solid in-
stantly, and the liquid carbon dioxide displaced the air and cooled emer-
gency equipment to — 118° E making the rescue of four other operators
impossible. Fifteen others were seriously injured by freezing or metal
splinters. The failures in this accident were multiple: below-grade steel
was found to have been used; improper preheating procedures; a proba-
ble ice-plug formation due to extremely cold weather; and faulty safety
valves. But note the disdainful comment of the two engineers at the plant
who described the accident, referring to post-accident safety require-
ments: “Certain overrated safety requirements were aimed to calm the
panic and stress atmosphere among the personnel under the effect of the
explosion.”?

The final accident we shall consider in this chapter is not noteworthy
for its size, but for the frank assessment by the author of the article (an
engineer at the plant at the time of the accident) and others on the com-
plex system characteristics.

In one sense it was a fairly simple accident: three power outages in a
row apparently caused a fan to operate below the required speed, and in
addition, three louvers in ducts were stuck in the closed position. As a
result, a steam header in the high-pressure steam system overheated and
burst. Fortunately, no one was with:n 100 feet of the pipe at the time and
so the damage, though extensive, was limited to the immediate area. The
plant had been operating smoothly. “Nothing in the system appeared
overstrained or pushed.” 3¢ But there had been difficulty keeping the
900° F. temperatures in the proper range in the steam superheat system,
Each time the plant had a shutdown and start-up the temperatures fluc-
tuated, but no damage was done. High temperature alarms would occur,
but the operators learned to ignore them,
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One part of the start-up process involved reducing fuel gas pressure.
Note the lack of knowledge in the following, and the consequences for
operators,

The procedure assumed that reduction in fuel gas header pressure would di-
rectly affect the process exit temperature from the reformer. We have learned
since that this is. not true over the entire range of fuel gas pressures. What
happens is that with a given draft condition, at the time of purge gas extrac-
tion, any extra fuel over the air supply simply goes unburned into the convec-
tion section and does not impart any change in process exit temperatures. The
operator can therefore very easily misjudge the required pressure reduction by
only monitoring process temperatures.>!

In addition, when opening the convection caps to cool the convection
section so as to make up for the loss in steam from an exchanger, the
temperature would sometimes rise, rather than fall, due to ignition of the
unburned primary reformer fuel. This was not understood at the time.

Other problems were present. “‘In startup, control of superheat is very
touchy.” This is because zinc oxide desulfurization is used, and even
with the safety caps wide open, excess temperatures are generated. The
superheater coils, the article continues, are difficult to hold within alarm
limits when half or more of the steam supply comes from an auxiliary
boiler. Next, the draft fan had insufficient horsepower, and the furnace
was operating on the threshold of afterburning. “To make matters
worse,” the louvers in the ducts were stuck closed (as noted before). “Con-
sidering the induced draft fan and auxiliary boiler louver deficiencies, it
was fortunate to have not scattered the unit all over the landscape.”

Note the number of complex interactions in this part of the system,
some of them unexpected, such as the effect of using the auxiliary boiler.
Note also the design problems: fan speed, and the heat added by using
zinc oxide for desulfurization. Next, we have an equipment failure, the
stuck louvers. Consider the amount of instrumentation that would be
needed to have proper checks upon all of these components and interac-
tions. (Some instrumentation was added during the rebuilding, but for
louvers there is not much you can reasonably do.) Consider, finally, the
lack of understanding of the particular dynamics of small parts of the
system, such as the afterburning problem that made operator misjudg-
ment easy. The author who, as you recall, was an engineer at the plant,
appears to share our concern:

Now, while this catastrophic failure is fresh in everyone’s mind, it is not apt to

recur. {But] since the heat'exchange relationships are sometimes obscure to the

operators because of the many variations, it is feared that some time in the
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future this knowledge will change as people change, and time will erode the
memory of the catastrophe.

As the entire event is contemplated, anything above 900° E is too hot. It is
possible to operate within this lirait even though all of the recommended
changes have not been installed. [He strongly recommended installing a desu-
perheater.] If the present state of knowledge had been achieved prior to De-
cember 11, the failure would not have occurred; it can be chalked up to lack of
operating experience and incomplere mechanical diagnosis.

On the other hand, if a system /s so complex and integrally meshed as to
require superhuman operators* to constrain the process within safe limits,
then it needs some modification. As the new generation of reformers with air-
preheat is about to be born, steam temperature sensitivity is likely to continue
unless some help is given the plant operators.3?

After the paper was presented, a discussant noted it is not the newness
of the plant that is the problem. Even in the older plants, he said, “We
struggle to control it. .. . Runaways will take place and control by these
caps is not the answer. . .. The way it is now we are in difficulties and 1
don’t think anybody is sophisticated enough to operate the plant safely.” 33

The problems in this mature, but increasingly sophisticated and high-
volume industry, appear to lie in the nature of the highly interactive,
very tightly coupled system itself, not in any design or equipment defi-
ciencies that humans might overcome.

Conclusions

Petrochemical plants are familiar to all of us, much more so than nuclear
power plants. They have been around for a century and have done very
little outright damage. The biggest killer, an explosion in an 1. G. Farben
chemical plant in Germany in 1921, took 550 lives; the biggest series of
explosions, in Texas City, Texas, killed 56 and injured over 3,000. As
disasters go, petrochemical plants have contributed very little to human
suffering, though we are excluding air pollution and other forms of con-
tamination here. Yet even some industry personnel are concerned that
their scale, complexity, and proximity to human communities has been
increasing steadily. The DuPont powder plants along the Brandywine
River in Delaware in the nineteenth century had walls facing the river
built of insubstantial material so that the frequent explosions would be
vented over the river, and not damage adjacent powder sheds. That pre-

*Emphasis added.
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caution is no longer possible; every major metropolitan area is encircled
by or adjacent to vastly more lethal concentrations.

Along with the growth has come increasing safety. At least it would
appear that as production has greatly increased, the annual loss from
accidents has declined. Despite the many instances of neglect and haste
and incaution in the accounts I have given, the record of the industry
appears to be considerably better than that of the nuclear power industry,
though the record is suspiciously difficult to establish. It is an industry
with thousands of years of operating experience for most major configu-
rations, and even the new installations can draw upon, and for the most
part do not significantly deviate from, several hundred years of operating
experience for the major pieces of equipment.

But it may be that we are beginning to reach the point in the experi-
ence and learning curve where the potential for nonlinear interactions is
increasing geometrically. The new processes appear to be more complex
than the old (though it may have always seemed thus), the throughputs
significantly higher in volume, and all but the basic feedstocks more
complex and unpredictable. Ammonia and gasoline plants are not going
to change dramatically though the processing will undergo certain
changes, but new products with unpronounceable names (and exciting
properties) are spilling out of the industry. Given that the very nature of
the transformation system requires nonlinear interactions and ever
tighter coupling, the chances for system accidents no doubt will increase.
The danger to the nearby metropolitan areas appears to be on the in-
crease also. We could have a vapor cloud explosion that could destroy a
square mile of populated earth, rather than merely wipe out an isolated
farmhouse and its family.

It is unlikely that, reaching the point where an adequate comprehen-
sion of the possible interactions flags, the designers and the corporate
officers will draw back. The culture of the industry runs counter to such
restraint. Texas City, Texas, rebuilt its plants and tank farms quickly
enough, sure that it would not happen again. “Cancer alley” in New
Jersey continues its sprawling growth. Land is expensive in San Francisco
Bay; the plants there are unlikely to put more space between their tanks,
or between themselves and the crowding communities. Parts of Texas
and Louisiana look like a vast Go board from 12,000 feet. New processes
abound. The swollen control room of the large facility is being decentral-
ized in the face of the complexity, with “supervisory controls™ or “dis-
tributed controls™ as the new buzz words. These are computers (micro-
processors) that take over most of the control problems at the point of
production, with only high-level functions being fed back to the central
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control room. This computerization has the effect of limiting the options
of the operator, however, and does not encourage broader comprehen-
sion of the system—a key requirement for intervening in unexpected
interactions.34

Yet my purpose in this chapter is not to call a halt to the expansion of
the petrochemical industry. It is not even primarily to indicate the signif-
icant catastrophic potential that goes largely unremarked by those who
worry about these things (admittedly because nuclear power and nuclear
weapons accidents are vastly more dangerous)—though that is quite im-
portant. The purpose of the chapter is more prosaic: to demonstrate in
something other than nuclear plants the existence of system accidents in
systems that have many nonlinear interactions and tight coupling. The
analysis of accidents in the petrochemical industry reinforces the utility
of the argument of Chapter 3, where the theory of system accidents is
laid out. If the accounts in the present chapter resemble those of Chapter
2 on nuclear power, that is precisely the point.

A petrochemical plant, like a nuclear power plant, remains a fairly self-
contained system, however, even though an excursion will reach out into
the environment. The environment may impinge—an airplane might hit
the plant, or extreme weather create problems—but by and large that is
not an issue. In the next chapter the environment will play a larger role,
since aircraft have to use the environment to a greater extent. In addi-
tion, while we have to note the proximity of a tank farm to a heater
explosion in the chemical industry, the two do not move about. The
environment of an airplane, however, includes other aircraft, as well as
air pockets, windshears, thunderclouds, and the disorientation of high-
speed flight. The system, then, becomes more complicated. In succeeding
chapters, these distinctions will be both more important and more trou-
blesome. Thus, moving on to aircraft, we will move further into the
environment and into the problems of defining systems.
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CHAPTER 5

Aircraft and Airways

This chapter will take us closer than any other to our personal experi-
ences, for almost all of us have flown on commercial airline flights. Hav-
ing survived, we know it is at least fairly safe. Yet aircraft and the air-
ways have system accidents, as we shall see, and there are many
examples of production pressures, malfeasance, incompetent designs,
and regulatory inaction. Why did you fly without giving much thought to
any danger, then? There are some unique structural conditions in this
industry that promote safety, and despite complexity and coupling, tech-
nological fixes can work in some areas. Yet we continue to have acci-
dents because aircraft and the airways still remain somewhat complex
and tightly coupled, but also because those in charge continue to push
the system to its limits. Fortunately, the technology and the skilled pilots
and air traffic controllers remain a bit ahead of the pressures, and the
result has been that safety has continued to increase, though not as mark-
edly as in earlier decades. But while crashes have declined, and mid-air
collisions almost disappeared, little has been done about cabin fires and
cabin missiles after a crash, which have killed hundreds needlessly. With
a bit of inconvenience, the systems could be even safer with respect to
crashes, and much safer with respect to post-accident recovery.

This introduction will review some of the risk data in historical per-
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spective, suggest some system and industry characteristics that promote
safety, briefly note some production pressures, and mention the role of
the environment. That will clear the ground for an examination of some
technical terms we must use, and the role of automation in flying. Then
we shall turn to accidents, first in airplanes, and then in the airways. It is
necessary to separate the two since flying (the aircraft and crew) is more
hazardous than navigating the airways (the aircraft, crew, other aircraft,
and ground control). The boundary between the two is fuzzy, but acci-
dents rarely occur at the boundary.

In the course of this discussion of accidents we shall frequently come
up against the possibility of preduction pressures as a contributing cause.
As fuel becomes more expensive, aircraft more versatile, and deregula-
tion of the airlines introduces new commuter airlines, such pressures
may be mounting. Some near-accidents have occurred simply because, to
save fuel, pilots are required to start up their third or third and fourth
engines at the last minute befors turning onto the runway for takeoff.
Pilots complain of pressures to fly with lower reserves of fuel than they
think they might need, because the extra weight requires more fuel to fly
the aircraft. There are reportedly pressures to avoid declaring that there
is no braking action on icy runways because the airport would have to be
shut down. Pilots can be made to work fourteen hours out of twenty-
four, for days on end, leading to extreme fatigue; made to fly low over a
hospital in order to avoid official noise monitoring equipment; forced to
fly with faulty equipment or be fired.!

As Safe as Driving

Going about in the air has always prompted a concern with safety.2 Hang
gliding was popular in the 1890s, and one of the foremost manufacturers
of hang gliders installed a wooden hoop to break the fall of the pilot
should he hit the ground too hard. Alas, the designer himself was killed
in a glider that lacked this ingenious device. The Wright brothers made
about a thousand glider flights to test designs and safety equipment be-
fore their first powered flight in 1903. In fact, they even built a simulator
to train pilots in rudder movements. Their first flight carried a flight data
recorder (engine revolutions, distance traveled, and flight duration). An
upgraded version added heading, and altitude and acceleration became
mandatory for airliners some fifty-five years later.
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It was only five years, and a few thousand powered low-altitude flights,
before the first fatal air crash occurred in 1908. By 1910 flying had be-
come popular; there were almost 2,000 pilots in the world, most of them
in Europe, and there were 32 fatalities that year. The odds of one chance
in eighty of being killed did not slow the growth of aviation. The military
value was quickly seen, as Europe prepared for war. By 1913, just ten
years from the first powered flight, France had 1,400 military airplanes,
Germany 1,000, Great Britain 400, and even Russia had 800. The United
States, which was not preparing for a war, continued to lag, with only 23.

Accidents that are familiar to us today existed from the beginning. The
first windshear accident (Orville Wright, pilot) occurred in 1904. The
first mid-air collision was in 1910, just seven years after the first flight.
The first pilot to be killed by a bird strike came in 1912. Exploding fuel
was the biggest killer, and crash tests were conducted. After World War 1,
which of course gave great impetus to the industry, the U. S. Air Mail
Service was founded. The service lasted for nine years, before it was
taken over by private interests. Whatever it was that was so vital to
transport quickly, it was delivered at a high cost. Life expectancy for a
Mail Service pilot was four years. Thirty-one of the first forty pilots were
killed in action, trying to meet the schedules for business and govern-
ment mail. It may be the first nonmilitary example of a phenomenon
that will concern us in this chapter: production pressures in this high-risk
system. Though nothing comparable exists today in commercial avia-
tion, such pressures, are, as we shall see, far from negligible. ;

Founded in 1918, the Air Mail Service had its first strike in 1919 over
safety. One resulting procedure: “if the local field manager of the Post
Office Department ordered the pilots to take off in spite of their better
judgment, he was first to ride in the mail pit [a kind of second cockpit]
for a circuit of the field.” ? The year 1922 had no fatalities. Yet there was
a forced landing every twenty hours of flight. The demand for fast mail
delivery (or the challenge to the Mail Service) led to the Night Transcon-
tinental Air Mail Service shortly thereafter, using bonfires lit across the
country and flare pots at the many landing fields. One in every six air
mail pilots was killed in the nine-year history of the service, mostly from
trying to fly through bad weather, such were the production pressures. It
is hard to believe that the mail was all that urgent, but the air mail pilots
were heroes of their day. In contrast, today the risk to a commercial
airline pilot is comparable to that of the average citizen, and they pay
normal life insurance rates. ,

Since those fiery early days of aviation, the number of flights has in-
creased astronomically, and the fatalities per flight, or per passenger, or
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passenger mile, has decreased almost as dramatically. Safety compari-
sons with other systems are hard to make. In many respects, commercial
air travel appears to be much safer than automobile or rail travel. Many
fewer people are killed in the first than the other two. But an equally
useful statistic would be the number of fatalities per hour of exposure, or
per million miles traveled. Unfortunately, we do not have these statistics
for automobile accidents. Jerome Lederer, often called the father of mod-
ern flight safety, suggests that if we used the statistic of fatalities per
100,000 hours of exposure, highway travel would be the safest mode of
transportation.4 At the least, it seerns, the airline pilot has about as much
of a chance of being killed in a year of flying as does the average driver in
a year of driving. Nor is this a significant chance, despite the 50,000
people killed each year on the highways. One’s chance of being killed
while driving a car is only one percent in fifty years of driving.® We
simply do a lot of driving and verv little flying, giving us the impression
that the risk of the latter is much smaller. In terms of exposure (fatalities
per hour) they may be very similar. Both have dropped dramatically
since they were introduced.

Comparing types of flying there is an obvious hint as to why it has
become safer: the more commercial the activity, the safer it is. Jetliners
are the safest mode, followed by corporate jets, then commuter airlines,
then general aviation, and at some distance, military flights. Again, the
figures have to be examined carefully. Considering the rate of fatal acci-
dents per million miles of aircraft flight, commercial flights (major air-
lines and commuters) are sixty-five times as safe as general aviation
flying. But if we consider fatalities per 100,000 hours flown, thus “correct-
ing” for the fact that a large airliner has 350 people at risk, and the small
sport craft only the pilot at risk, there is not much difference between the
two. Comparison of either with military flights must be done cautiously;
it is not necessarily true that safety is less carefully considered in the
military. Military flights take place in weather no commercial flight would
fly in, and in simulated combat conditions; much of the effort is training
(they do the training, in effect, for the commercial airlines); the aircraft
are advanced, high-performance craft, and they must make difficult land-
ings, as on ship decks. The risk will be there no matter how much atten-
tion is paid to safety. Navy statistics indicate that a fighter pilot who
spends a twenty-year career flying high-performance jets has, incredibly
enough, a 23 percent chance of dying in an aircraft accident.® This does
not include the possibility of dying in combat. Though this is about
twenty times as risky as driving, military pilots do a lot more driving than
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flying, and more of them die in auto accidents than in aircraft accidents.

There is, of course, an enormous incentive to make commercial avia-
tion safe. Airline travel drops after large accidents; airframe companies
suffer if one of their models appears to have more than its share of
accidents. Public reaction appears to be stronger when identifiable, rather
than random, victims are produced in an accident. There are passenger
lists in airline accidents, but in a chemical accident only a small, random
proportion of those living nearby are affected. Lawsuits follow immedi-
ately if the investigation of the National Transportation Safety Board
(NTSB) hints at vendor or airline culpability. In addition, there is a
strong union at work to protest unsafe conditions—ALPA, the Airline
Pilots Association. It even conducts its own studies and makes its own
safety recommendations. The Federal Aviation Administration is
charged with both safety and facilitating air travel and air transport, and
spends significant amounts of tax dollars pursuing safety studies and
regulations. Finally, an independent board, the NTSB, conducts investi-
gations and prods the FAA to set new safety requirements. No other
high-risk system is so well positioned to effectively pursue safety as a
goal. The nuclear power industry, for example, lacks a strong union, has
random public victims with delayed effects, has no safety board that is
independent of licensing and regulatory functions, and does not see an
immediate effect on its profits if safety flags (though a far more severe
incentive exists to avoid a catastrophic accident which could shut down
the industry).

In addition to these incentives, there are ‘““structural” conditions that
foster safety. A trivial one is that industry elites and regulatory elites and
politicians all fly themselves, and thus have a personal stake in safety.
More important, experience accumulates fast: there are thousands of
flights every day, with all the dangers of takeoff and landing and mid-air
collisions; new aircraft are introduced every few years, permitting the
introduction of safer designs. The performance of operators is closely
monitored, even recorded, and the environmental conditions that exist
are a matter of record (in contrast as we shall see, to the marine system).
Gradated training is possible, from small aircraft to large, from military
to commercial. The salaries of operators are very high in the large air-
fines ($70,000 with a short workweek), attracting exceptional personnel—
although a pilot can work long hours for a mere $20,000 a year in the
commuter airlines. Finally, the military services and to a small degree,
the space program, in effect provide much of the capital for develop-
ment, testing, and production.
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Despite these advantages over most other high-risk systems, there are
still system accidents to contend with, as we shall see. But even here
there are differences. I have located flying on the Interaction/Coupling
chart (Figure 3.1) as being quite complex and tightly coupled, and I think
it will always be thus. But it is not as complex and tightly coupled as the
nuclear power system because, with one exception, it is not basically a
transformation system. The exception is the high-speed, high-altitude
flight where the craft “transforms™ the “‘envelope” of air around it, and
thus may exceed it or fall behind it, with very serious consequences. This
part of the system has most of the characteristics of transformation sys-
tems: poorly understood dynamics, unobservable processes and intrinsi-
cally poorly monitored and instrumented processes, and critically nar-
row limits of safety. But aside from that, the complexity and coupling
stem from more prosaic sources, such as proximity and common-mode
connections (there is no way to make the system linear in this respect),
very limited time for recovery from failures, almost no buffers or redun-
dancies other than those designed-in and subject to failure, limited slack,
and unifinality, only one way to achieve the goal.

With millions of operating years of experience, repeated trials, tests
without catastrophic consequences, and considerable government sup-
port, the industry has been able to maximize the potential for technologi-
cal fixes, including buffers and redundancies. Two engines are better
than one; four better than two; the jet engine less complex than the
piston engine; and of course the industry makes use of exotic new mate-
rials and instrumentation. System accidents in flying will remain, but
they have been reduced substantially. Unfortunately, the technological
fixes have frequently only enabled those who run the commercial air-
lines, the general aviation community, and the military to run greater
risks in search of increased performance. As the technology improves,
the increased safety potential is not fully realized because the demand for
speed, altitude, maneuverability, and all-weather operations increases.
The corporate Learjets, we shall see, keep rocketing their executives to
the limit, when cutting the maximum speed back by 10 percent would
allow much greater margins for safety. The goal of the airlines appears to
be to land with 100 feet visibility——too little for the pilot to see the tail of
his own airplane. I am surprised they do not have studded snow tires so
that airports never need be closed because of ice!

The airways system is more linear, and loosely coupled. The task is
much simpler than flying itself; it is just to keep aircraft from bumping
into each other in the airways and from bumping into the ground. No
transformation processes are involved and complexity and coupling can
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be reduced through technological changes. For example, bumping into
the ground is known as controlled flight into terrain, or CFIT. This was
the most frequent form of serious accident until the introduction in
1975-1976 of two significant innovations, the minimum safe altitude
warning (MSAW) system of the third version of the automated radar
terminal system (ARTS-3), and the ground proximity warning system
(GPWS) carried in the large jets which sounds a horn and shouts “pull
up, pull up.” Put succinctly, if maddeningly, CFIT accidents succumbed
to ARTS-3’s MSAW and to the GPWS in large turbine-powered aircraft.
Of course, the aircraft and airways systems interact. Distracted by com-
pany paperwork, flight attendant inquiries, or by minor equipment fail-
ures, a pilot misunderstands controller orders, and the runway is missed
or another aircraft struck. The density of traffic results in many flight
numbers sounding alike, and if a pilot is preoccupied with a faulty land-
ing gear warning horn, the two failures can produce a catastrophe. How-
ever, I have found such interactions to be quite rare. Generally, system
accidents stem from either the aircraft or the airways system alone, not
in the interaction of the two. We will consider the airways system and air
traffic control at length in the second part of this chapter.

In sum, then, commercial flights are very safe, and they are safer than
other forms of flight because they cover longer distances and at higher
speeds carrying more people, thus reducing the risk of departures and
landings per person, and hours of exposure per mile traveled. In terms of
miles traveled and hours of exposure, travel on miajor scheduled flights is
about as risky as automobile travel. The safety of both automobile travel
and airline travel (and military and general aviation as well) has in-
creased dramatically in this century, but since the 1960s and 1970s the
safety curve has flattened out; we appear to be in the area where further
increases are very hard to achieve.

Aircraft

That Wonderful Flying Machine

Everyone is familiar with the picture of a cockpit of a modern jet
airliner, with hundreds of knobs, switches, and buttons, and perhaps a
hundred dials and visual aids. The newer cockpits have CRTs and audi-
ble aids in addition. There are also several levers to be manipulated, and
a kind of steering wheel studded with buttons; the wheel, or “yoke™ or
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“stick™ will shake or vibrate as an additional alarm. A malfunction may
produce, simultaneously, a few flashing lights, a squawking horn, a re-
corded male voice intoning “pull up; pull up” or “slow down; slow
down,” and a shaking of the yoke.

Within arms’ reach of the crew there are an enormous number of
devices to alter the aircraft’s behavior.* They can check or flip or set or
increase or decrease perhaps a thousand parts, scores of units, and a
dozen or so subsystems in the aircraft system. Yet only rarely do they
touch more than a few of these access points; the aircraft is a model of
automation, as well as of complexity. Much of the crew’s intervention is
prior to takeoff—setting and checking—and after landing. Once the air-
plane is aligned on the runway, ready for takeoff, the officers usually get
by with only a large handful of devices. Computers control computers in
the sophisticated corporate jets, military aircraft, and jet transports. De-
spite the automation, the complexity of the system keeps the crew ex-
tremely busy at peak times.

We will refer to the pilot as he; there are only about 100 female airline
pilots out of 30,000, probably because there are none at all in the major
supplier, the military. Once the captain of a jetliner is ready for takeoff,
he can engage an automatic flight control system (AFCS), and then func-
tion largely as a system monitor until the airplane lands at its destina-
tion. The AFCS will perform such tasks as maintaining the rate of climb
or descent, the direction, the wing level, and the altitude. It will carry out
predetermined maneuvers, such as turning left 30 degrees after passing a
beacon near Denver and going from 30,000 to 35,000 feet. Theoretically,
the whole flight could be programmed into the computers and executed
automatically, without any attention from the crew.

In practice this does not happen. The crew may not know, until they
are clear of the terminal control facility of Air Traffic Control (ATC),
what altitude has been assigned 1o the plane, and they will probably have
to change it at various points in the flight. The approach path to the
airport will be set at the last minute by ATC. The heading may be
changed, which will affect the radio navigational aids that will be used,
and the means of determining the location over the earth will be
changed. Thus, the pilot typically does not leave all the functions in the
hands of the AFCS, but will reset them or take over manual control.

However, the computers do handle the very delicate matters of main-
taining the proper altitude under varying atmospheric conditions such as
temperature and air density, of “flaring” out the airplane when it reaches
the proper altitude (leveling it off), of increasing or decreasing power the

*The crew includes the captain, co-pilot or first officer, and in large airliners, an engi-
neer. They operate from a “flight deck”-—the cockpit.
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proper amount with the automatic throttle system, and of running the
inertial navigation system (INS). This latter, which only the newest air-
liners have, is based upon a system of gyroscopes and accelerometers
which are sensitive to all motion from a predefined starting point on
earth. The pilot can intervene, but does not have to.

I have drawn upon a brief article by Edwyn Edwards, a human factors
engineer, for the above information.” Edwards continues by arguing that
all this automation has not reduced the workload of the pilot a great deal;
instead, it has increased the operational effectiveness of the system. Air-
planes are able to fly faster (the cruising speed has doubled in a twenty-
year period) leaving less time for navigation, communications with
ground control, and system management. Traffic density has increased
greatly. Airplanes can fly in worse weather and with very low ceilings.
The spacing between aircraft has been reduced substantially. Fuel man-

-agement has become a high priority for the pilot, requiring precise navi-
gation, flap control at landing, and engine thrust management. Cabin
comfort has increased in priority, affecting climb rates, rate of turn, and
avoidance of turbulent patches of space. On a cross-country flight I
watched the captain of a wide-bodied jet observe on a CRT a thunder-
storm developing 100 miles ahead, ask the first officer to radio the ATC
en-route controller for permission to deviate around it, receive the per-
mission, type the proper values into the autopilot and reset it, all in a
matter of moments. (This happened while the engineer was shifting radi-
os about in the flight deck, because, on this “thoroughly routine” flight,
as they characterized it, two of the three radios that communicated with
ATC were malfunctioning. Altogether, there were about six malfunction-
ing or nonoperational pieces of equipment on the flight deck, all dutifully
written up by the captain without surprise or comment at the end of the
trip.)

All of these automatic systems make the craft more “efficient,” in
terms of commercial or military criteria. Indeed, in the newest jets, such
as the Boeing 767, the flight crew has been reduced to two, and a large
number of knobs, switches, and dials have been replaced by CRTs and
buttons linked to computers controlling computers. But with each bit of
automation, more difficult performance in worse weather or traffic con-
ditions is demanded. Thus, argues Edwards, there is no net reduction in
workload on the crew. It appears, indeed, that workload has become
more ‘“‘bunched,” with long periods of inactivity and short bursts of in-
tense activity. Both of these are error-inducing modes of operation.

With each of the automatic devices (cabin pressurization, temperature
control, transponders that emit signals to ground control, fuel monitor-
ing and adjustment systems, warning devices such as horns or stick shak-
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ers, and the whole vast complex of units in the autopilot subsystem)
follows the inevitable residual potential for error. While each new device
reduces some chances for error, it also introduces its own bundle of error
possibilities, hopefully smaller than the bundle it eliminates. Accidents
have been associated with forgetting that the autopilot is on, or is off;
with confusion over which localizer or beacon is in use; with forgetting
which one of four ways to measure altitude is in service; with computer
failures in the INS and other systems. In one awful accident, the head-
ings entered into the autopilot were changed at the last moment before a
flight without informing the captain, and the airliner flew into a moun-
tain in Antarctica.® It has also been suggested that the high degree of
automation has meant that the skills that pilots need when they have to
intervene in the automatic system have become rusty through lack of
application and use. Even staying awake on a long flight, especially over
the Atlantic, becomes a serious problem. Engineers speak of a “control
loop,” in which the “man in the loop” is the problematical element. This
is the human component in a series of sequentially interacting pieces of
equipment that control or adjust a function. But when the pilot is sud-
denly and unexpectedly brought into the control loop (in other words,
participates in decision making) as a result of (inevitable) equipment
failure, he is disoriented. Long periods of passive monitoring make one
unprepared to act in emergencies. The sudden appearance of several
alarms, all there for safety reasons, leads to disorientation. As Earl Wei-
ner puts it in a perceptive article about CFIT, “The burning question of
the near future will not be how much work a man can do safely, but how
little.”®

Some studies have argued that automation has gone too far, or gone as
far as it can. (Although that conclusion is probably reached every decade,
in every system!) A government study even recommended that one key
device be disabled for all but a few long-distance flights. This resulted
from a study of thousands of near accidents reported voluntarily by air-
craft crews and ground support personnel. The study concluded that the
altitude alert system (an aural signal) had resulted in decreased altitude
awareness by the flight crew. This resulted in more frequent “altitude
busts”-—instead of leveling off at 10,000 feet the craft keeps climbing, or
keeps descending. A study of altitude busts noted that they rarely occur
in bad weather when the crew is most attentive.!°

Nevertheless, these systems must depend upon automation if they are
to be reasonably safe at the level of aircraft density, speed, inclement
weather, crew size, fuel savings, and cabin comfort that the airlines now
demand. And there is no doubt these automated systems are highly effec-
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tive, in terms of both efficiency and safety. In marked contrast to marine
transport, as we shall see, the technological fix has increased both per-
formance and safety. Equipment failures appear to be few compared to
nuclear plants or chemical refineries, and they very rarely lead to acci-
dents, at least in large commercial jets. But accidents will happen, and
still do.

What, then, is left to cause accidents? The equipment is exemplary,
safety and redundancy are built-in to a high degree, the designs are rea-
sonably sensitive to human factors problems. One obvious possibility is
human error. There are more occasions for it in flying than in running
chemical or nuclear plants or navigating ships. The crew may be inactive
on long legs of a flight, especially the very long legs of transoceanic flight,
but other than that they are very busy with hundreds of small duties and
a few large tasks. There is plenty of room for at least small errors, then.

Fortunately, there is one careful study of errors on the flight deck (but
unfortunately nothing comparable for other systems). It suggests ram-
pant errors without any catastrophic consequences; that is, the errors
primarily concern small adjustments, and recommended but not re-
quired procedures and sequences. The study was made for a European
airline flying short hauls (such as London to Glasgow or Frankfurt to
London). They found an incredible rate of more than one error every
four minutes.!! The vast majority of these errors are caught very quickly,
or are insignificant. But I doubt that even very close observation of in-
dustrial plant operators when they are starting up, shutting down, or
changing the production system, would reveal an error rate of one every
four minutes for a crew of three.

Thus errors are common. Where accidents are involved, the studies
indicate 50 to 70 percent of the cases stem from human error (the rate is
over 90 percent for ground controllers). One Air Force study, by Major
Santilli, came up with a similar figure, but noted two circumstances.
First, the “mishap” rate for the Air Force is exceedingly stubborn; after a
sharp drop from 1950 through 1968, it leveled off through 1977. This is
frustrating, he notes, since human error should in principle be reducible,
and human error is held to be the source of so many accidents. (I would
disagree with the major here; in principle human error in operating is not
as reducible as in more unpressured activities such as design, fabrication,
and maintenance.) However, he himself is skeptical of the classification,
arguing that the designation of human error, or pilot error, is a conve-
nient catch-all for “mishaps whose real cause is uncertain, complex, or
embarrassing to the system.”!? His analysis seems apt; uncertainty and
complexity are accident causes we have identified, and “embarrassment”
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is another way of saying “blame the victim” rather than the masters of
the system.

Here’s one example of the industry blaming the victim for its own
failures. According to the official report of a New Zealand inquiry board,
New Zealand Airways Limited tried to hide its own ineptitude by delib-
erately falsifying or destroying evidence concerning that 1979 crash,
mentioned earlier, of a DC-10 sightseeing airplane into a mountain in
Antarctica. New Zealand Airways blamed one of the 257 victims, the
captain. The initial inquiry, which found pilot error as the cause, was
contested by the widow of the pilot, but particularly by the pilots’ union,
and a subsequent, more thorough investigation was conducted.!? In the
military, there is no pilots’ union, and even widows probably find it hard
to protest the official sentence, so embarrassment may more easily be
disguised. The controversy over this event still continues. A new em-
ployee of the airline recently reasserted the conclusion of pilot error in a
flight safety bulletin, citing the fact that the airplane was flying too low.
But the Mahon report noted that the airline virtually advertised the fact
that low flights were made in order to improve sightseeing; the captain
was expected to fly low.14

Thus, we can agree with the major that the attribution of pilot error is
a convenient catch-all. Pilot or crew error does exist; it is bound to exist.
Pilots are no more infallible than designers or contractors. But the com-
plexity and the coupling of the system appear to account for a significant
number of accidents. Let us turn to some accident stories.

Kitchen Trivia

This book opened with the example of a trivial failure in the kitchen,
indicating unexpected interactions and tight coupling. We will return to
the kitchen for two examples of trivial failures in our exploration of
flying. They are useful illustrations of complexity and coupling, the rig-
ors of the environment, and of how nothing is trivial.

A commercial airplane (an Israel Aircraft Industries Model 1124) was
flying at 35,000 feet over Iowa at night when a cabin fire broke out. It
was caused by chafing on a bundle of wire. Normally this would cause
nothing worse than a short between two wires whose insulations rubbed
off, and there are fuses to take care of that. But it just so happened that
the chafing took place where the wire bundle passed behind a coffee
maker, in the service area in which the attendants have meals and drinks
stored. One of the wires shorted to the coffee maker, introducing a much
larger current into the system, enough to burn the material that wrapped
the whole bundle of wires, burning the insulation off several of the wires.
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Multiple shorts occurred in the wires. This should have triggered a
remote-control circuit breaker in the aft luggage compartment, where
some of these wires terminated. However, the circuit breaker inexplica-
bly did not operate, even though in subsequent tests it was found to be
functional. Though the report does not speculate on this, it is possible
that multiple shorting created circuits that defeated the circuit breaker.
The wiring contained communication wiring and “accessory distribution
wiring” that went to the cockpit. The consequences of these complex
interactions and failures, namely the proximity of the bundle and the
coffee maker and the simultaneous failure of the emergency safety device
(the circuit breaker), are graphically and economically covered in the
NTSB report.

Warning lights did not come on, and no circuit breaker opened. The fire was
extinguished but reignited twice during the descent and landing. Because fuel
could not be dumped, an overweight (21,000 pounds), night, emergency land-
ing was accomplished. Landing flaps and thrust reversing were unavailable,
the antiskid was inoperative, and because heavy breaking was used, the brakes
caught fire and subsequently failed. As a result, the aircraft overran the runway
and stopped beyond the end where the passengers and crew disembarked. . . .
There were no injuries.!s

There is nothing inherently complicated about putting a coffee maker
aboard a large airplane, but a simple part in a complexly interactive
system can have such extensive consequences that Murphy is almost
vindicated. A kitchen problem nearly caused another accident in a Capi-
tol Airways DC-8 night flight from New York to San Francisco, during
the awesome winter of 1981-82. The temperature at Kennedy Airport in
New York was 2° E, and the plane was delayed. Mechanics were chang-
ing a fuel pump, and received frostbite, causing further delay. After the
plane got into the air, the passengers were told that there would be no
coffee because the drinking water was frozen. They settled down for a
long flight; it was now 2 A.M. New York time. The flight engineer then
found he could not control cabin pressure. Later investigation disclosed
that the frozen drinking water cracked the water tank, heat from ducts to
the tail section then melted the ice in the tank, and because of the crack
in the tank, and the pressure in it, the newly melted water near the heat
source sprayed out. It landed on an outflow valve in the pressurizing
system, which allows excess cabin pressure to vent to the outside. The
water, which had gone from water to ice and then back to water, now
turned to ice because the outside of the air valve is in contact with
. —50°E air outside the plane at 31,000 feet. Ice on the valve built up
pressure in the valve and caused it to leak, and the leak made it difficult
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for the compressors to maintain the proper cabin pressure (and oxygen
content). This is not an interaction that a design engineer would normal-
ly think of when placing a drinking water tank next to the fuselage of a
jetliner.

The captain decided that there was, in the words of the NTSB report, a
“remote possibility” that the loss of cabin pressure (and thus oxygen)
would be accelerated (and having no idea of the cause of the pressure
problem, it was a possibility and not very remote at that). So he ordered
an emergency descent, reversing the inboard engines, ejecting oxygen
masks for the passengers, and diving 14,000 feet in three minutes. Per-
haps preoccupied with the anomalies, or fearing loss of cabin pressure,
he didn’t warn the flight attendants or the passengers; he just took it
down. (It was discovered later that even if he had tried to warn them, the
public address system in the front half of the cabin was inoperative—a
not unusual failure in airliners.)

The flight attendants and passengers naturally panicked. Those lovely
speeches about how one should put on oxygen masks in the unlikely
event that there were a loss of cabin pressure were useless. The masks did
not all drop. A stewardess edging up the aisle told passengers to use a
sharp object to remove the masks (*“as if,” one passenger later comment-
ed, “everyone carried a sharp object”). Other masks stuck together. Some
were yanked loose in the panic. But it didn’t matter; there was no oxy-
gen, and by the time the masks dropped, none was needed. For safety
reasons (oxygen is highly flammable), oxygen is on an automatic system
and will only come on when the cabin altitude reaches the Mount Rain-
ier equivalent of 14,750 feet. The plane was below that altitude in just
under three minutes.

Some passengers are suing Capitol Airlines because of the handling
they received when the plane made an emergency landing at Denver;
they did not receive food or drink or lodging, no special attention was
given to children traveling alone, and it was some hours before they
learned how they were to get out of Denver (Capitol has no facilities at
Denver). Some refused to fly out, rented a car on their own, and drove
the 1,235 miles to San Francisco!

Thus, even delay in replacing a fuel pump at the terminal can have
unexpected consequences in a system so tightly packed that unexpected
interactions are likely. One other point: had the airplane crashed and
burned, and the minuscule evidence regarding the shorted wires been
destroyed, it is conceivable that “pilot error” or crew error would have
been given as the “most probable cause” by the NTSB.16
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A Few DC-10s

DC-10s have been involved in some dramatic, catastrophic, and highly
publicized accidents. Those described below will serve two purposes: to
indicate the complexity and coupling of jet airliners and to indicate—to
put it politely—the exercise of calculated risk by private business. Jet
airliners are very safe, as we have detailed earlier. But they are still sub-
ject to system accidents as well as component failure accidents. Any
actions by private companies that knowingly compromise safety increase
the risk of both types of accidents, while prudent management, on the
other hand, can reduce the frequency of such accidents.

The crash of the American Airlines DC-10 at Chicago’s O’Hare Air-
port on May 25, 1979, with 273 victims, after the engine tore off as a
result of an engine pylon failure was not, strictly speaking, a system
accident. There were multiple failures but they had a common cause,
even though they were in independent systems. However, it is worth a
brief review of the accident, since it points out the tight coupling of
airplanes, and some important liability and calculated risk problems.
The ultimate “cause” of the accident was determined to be poor mainte-
nance practices by American Airlines wherein the engine was removed
for servicing in a one-step procedure, which could possibly (not inevita-
bly) cause damage to the pylon that holds it onto the wing. As deplorable
as this shortcut was, the pylon separation itself is not what concerns us; it
merely exposed a design failure that had been exposed before.

Losing an engine, even one that comes completely off the wing, should
not disable the DC-10 completely, for the plane is designed to fly with
two of its three engines. The unfortunate aspect of the accident was that
when the engine and pylon ripped off, they severed cables that controlled
the leading edge slats which are extended on takeoff to provide more lift
to the wings. The slats on one wing then retracted.

But that in itself is not fatal, since by applying full power and other
maneuvers the pilot can fly the plane with two engines and retracted slats
on one wing. However, the crew must know that the slats are retracted.
But four hydraulic lines were also severed in the process, and this elimi-
nated two warning signals of the slat position: a flap mismatch signal,
and a stall warning signal. If either of these had been functional, the pilot
might have had time to apply full power and pull out of the stall/roll.
(Though I have not been able to determine this, it is also possible that if
the two warning systems themselves gave a warning that the warning
system was inoperative, the crew would have averted a disaster. Unfor-
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tunately, most warning systems do not warn us that they can no longer
warn us.)
As the NTSB report put it:

The loss of control of the aircraft was caused by the combination of three
events: the retraction of the left wing’s outboard leading edge slats; the loss of
the slat disagreement warning systemn; and the loss of the stall warning sys-
tem—all resulting from the separaticn of the engine pylon assembly. Each by
itself would not have caused a qualified flight crew to lose control of the
aircraft, but together during a critical portion of the flight, they created a situa-
tion which afforded the flightcrew an inadequate opportunity to recognize and
prevent the ensuing stall of the aircraft.!?

This quote deals only with the loss of control of the airplane, which is
not the same as the “probable cause” of the accident. The fine distinction
between loss of control and probable cause can determine hundreds of
thousands of dollars in retrofitting and vastly more in the assignment of
blame in legal proceedings. The “probable cause™ of the accident was
carefully worded by the Safety Board in another part of the report. It
blamed the accident on a “maintenance-induced crack,” but not also on
a design failure that allowed the slats to retract if the wing were punc-
tured. Because of this careful distinction by the NTSB, McDonnell
Douglas, the manufacturer, was not required to change the design, nor
could the company be charged with a design deficiency. The company
insisted that since the plane can fly with asymmetrical slats, it was not
required to introduce changes to prevent slats from becoming asymmet-
rical.!® Perhaps so. But flying it under those conditions is so difficult and
dangerous that they saw fit to put an asymmetrical slat warning light in
the cockpit, which the pilot must respond to with an immediate change
in his controls.

But then it turned out there had been a similar accident in 1977 with a
DC-10 in Pakistan. And on January 31, 1981, a DC-10 that was leaving
Dulies Airport had one fan blade fracture. The engine cowl and the fan
case came off and struck three leading edge wing slats. ““The slats, flaps,
and (landing) gear were retracted at the time the aircraft was climbing.
There is the possibility that if the aircraft has been configured differently
or had been at a different speed or altitude, the aircraft structure may
have been substantially damaged by the separated components,”” !9

On September 22, 1981, it happened again. A DC-10 engine blew up
on taking off from Miami, with the slats still forward, and the debris
severed the cables holding the leading edge slats in a forward position.
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Fortunately, the crew knew of the engine blowing and aborted the
takeoff.

McDonnell Douglas was aware of the danger; for aircraft designers it is
not a recondite matter at all. But in various studies performed by Mc-
Donnell Douglas, the chance of (1) loss of engine power, (2) with result-
ing slat damage, (3) during takeoff was estimated to be less than one in a
billion.?® Yet this highly improbable event had now occurred four times
in DC-10s. After even one occurrence they might have thought that their
probabilities had now run out, and made changes. McDonnell Douglas
finally came around, and was, as of the spring of 1982, installing a device
(essentially, a ratchet) that costs only a few thousand dollars and can be
installed in a few hours, which will prevent slat retraction in such emer-
gencies. It took three years since the Chicago accident, five years and 273
deaths since the Pakistani accident for the company to make the modifi-
cation. The locking mechanism is a part of the standard design of other
jets, such as the Lockheed L-1011 and the older Boeing 747 jumbo jet.?!

One of the worst accidents in aviation history was the crash of a Turk-
ish airline DC-10 near Paris on March 3, 1974, with 346 deaths. For two
days after the accident the authorities held to the theory that a bomb had
exploded in the airplane; there were serious problems with bombs in
those years. Yet a day after the accident John Godson, an English jour-
nalist, who just happened to be writing a book to be called The Rise and
Fall of the DC-10, noticed a news item that a cargo door had been discov-
ered far from the other wreckage. He sent a letter to a British newspaper
proposing a theory of the crash, which was eventually accepted. The
cargo door blew open, resulting in rapid decompression of the cabin.
This caused the cabin floor to collapse. The collapse wrecked all the
major control cables and hydraulic lines, which has been placed under
the cabin floor,

The reason he suspected this was that McDonnell Douglas had been
warned of this by a Dutch engineer in 1969, when the first prototype of
the DC-10 was being built; by a McDonnell Douglas subcontractor in the
spring of 1970 who predicted one of the cargo doors would come off
during flight during the twenty-year life of the airplane because of the
latching and locking design; by a static ground test of the airplane in May
29, 1970, when the rear cargo door blew out in a pressure test and the
cabin floor collapsed (an inadequate modification of the design was
made as a result); by eleven entries in maintenance logs up to June 11,
1972, concerning difficulties with locking the door; and by a narrowly
averted disaster near Chicago on June 12, 1972, when the cargo door
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blew out. John Godson simply put five blazing warnings together with
cargo door evidence in the Paris crash and made a reasonable hypothe-
sis. The FAA might have done the same, but it didn’t. McDonnell Doug-
las had plenty of reasons to act after the first, second, third, fourth, or
fifth warning. Only the NTSB seeins to have been concerned.

As a result of the earlier June 12, 1972, Chicago accident the NTSB
recommended that the FAA issue a imnandatory directive regarding rede-
sign of the door. (One solution, since it was a cargo door and not a
passenger door, would be to have it open in, or slide up, rather than open
out.) But the head of the FAA and the head of Douglas Aircraft entered
into a nonmandatory gentlemen’s agreement that a simple plate would
be added and this would be sufficient. Godson suggests that this money-
saving solution may have been aided by an unusually large donation by
McDonnell Douglas to the reelection campaign of President Richard
Nixon just three days after the accident. However, this could have been a
mere coincidence since the FAA, as we shall see, has long been criticized
for siding with the aircraft industry when the industry opposes the rec-
ommendations of the NTSB.

Presumably, the metal plate might be sufficient. But first the simple
installation had to be made. It took United Airlines 90 days to install
them; American Airlines, 268; Naticnal Airlines, 285; and Continental,
287. Through an oversight, apparently, some new planes waiting to be
delivered never had the modification made. Laker Airlines, after the
Paris crash, found that the modification had not been made on two
planes it had received some time after the modification was decided
upon in the gentlemen’s agreement. The president of Douglas Aircraft
claimed that the manufacturing records of the planes indicated the modi-
fication had been made. But an examination of the records showed that
it had not been done. The modification, of course, also had not been
made on the Turkish airline plane.

But this was not a simple component failure accident; it took some
independent failures and a confluence of several events to bring the
plane down near Paris. First, McDonnell Douglas had to decide not to
thoroughly redesign the door; next, they had to fail to put a patch on all
the still undelivered planes. The Turkish airline was not at fault since
they would assume the plate had been added, if they even knew of the
troubles. This still would not bring about an accident. The door had to be
improperly closed. Unfortunately, the unmodified plane just happened
to be at Orly Airport in Paris during a crisis. An air traffic controllers’ job
action in London was holding up all flights from Europe. Many were
cancelled, but the Turkish plane hac a chance of getting in if they hur-
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ried. The plane filled with people anxious to get back, and the departure,
at night, was rushed. (Production pressures might be added to design,
equipment, procedures, operators, supplies, and environment in our DE-
POSE list of possible component failures.)

The baggage handler responsible for closing the cargo door was pre-
sumably under production pressures. He was experienced, and spoke two
languages. Unfortunately, however, he was unfamiliar with this version
of the DC-10 cargo door, and the instructions for locking, while clearly
printed in two languages next to the door, were in two languages he did
not understand. (The procedure was complicated and difficult; a flash-
light would have to be focused upon a small window to be reached by
moving the platform the baggage handler stood on, and even then it
would be hard to see the marker.) He closed the door, but the lock did
not properly seat. So he pressed hard on the handle, forcing it. It ap-
peared to seat at this point. Still, even with this faulty human engineering
design, there was a safety device—it should not have been possible to
pressurize the cabin with the door not properly locked. Unfortunately,
this ESD, introduced by McDonnell Douglas after the failure of the static
tests, apparently failed (as it had in the June 12, 1972, accident), and the
cabin was pressurized as the plane rose, until the door blew out.2? It is
even possible that if the plane had not been so full, putting so much
weight on the floor, enough of the controls would have survived the floor
collapse to save the airplane.

One obvious conclusion of this review of some DC-10 accidents (God-
son gives other frightful case studies) is that with complex, tightly cou-
pled systems with catastrophic potential, there is precious little room for
management error, let alone other errors in the DEPOSE system.*

Buffet Boundaries and Small Jets

Pilots must contend not only with management errors and equipment
malfunctions, but also with the constant and unpredictable forces of na-
ture. Indeed, they must use these forces to be able to fly at all. The best
evidence for the complexity of the airplane-environment interaction
comes not from the obvious storms and windshear effects and icy run-
ways, but from high-altitude flights in clear weather conditions. Small
jets are more vulnerable to these problems than large carriers. Problems

*Lest McDonnell Douglas feel singled out in this section, let me note an NTSB study of
four instances of tires blowing out in a twenty-month period on the supersonic Concorde.
Each was considered a close call (in one instance the aircraft was severely damaged though
there were no injuries). New precautionary directives were announced after the first in-
stance but ignored. The technological marvel of a plane even had an inoperative cockpit
voice recorder for several flights. See NASA Air Safety Reporting System Staff, July 1978.
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with one high-performance corporate jet have been well studied by the
NTSB. This involves a popular twio-engine jet airplane used for air taxi
and corporate flying—the Gates Learjet Series 20, in its many versions,
particularly the Learjet 25.22 One FAA study examined fifteen accidents
involving stall warning and accidental overspeed at high altitudes, and
lack of maneuverability when the airplane goes beyond or below its “op-
erating envelope” or its “buffet boundaries.” 2 We will go into this in
detail because these problems of the Gates Learjet Series 20 are more
extensively studied yet similar to problems found in the more familiar
jets used by the airlines.

An airplane creates air turbulence around it as it flies. What typically
happens in these accidents is that the plane is flying between 16,000 and
41,000 feet, and momentarily exceeds its ““operating envelope,” the area
of turbulent air around the plane that gives it lift and provides stability.
This can increase the plane’s speed to around 80 percent of the speed of
sound, and the pilot loses control. The causes are speculative and varied:
a mysterious fault in the graphite gear box freezing the stick; clear air
turbulence encountered at high altitude and speed that disturbs the enve-
lope; unauthorized modifications (such as an overspeed warning cut-out
switch, found on eight airplanes the FAA examined); and other possibili-
ties. The basic problem is that the craft is unstable when flying at high
altitudes, close to the speed of sound (though it is purchased because it
can fly so fast and high). While various safety devices were required
which push, pull, and shake the stick, sound alarms, and disengaged
automatic systems, these devices themselves create problems because
they mislead, fail, or require reactions of extraordinary strength and
speed. Here is a dense pack of examples.

Under certain conditions overspeed warning can come on after the
design speed has been exceeded rather than before, so the pilot is misled
by the safety device. Under some circumstances, the required Mach-
meter can show 0.80 (80 percent of Mach, the design limit) when the true
speed is 0.86. The Machmeter is off more than one percent at high speeds
because it was calibrated on unpainted aircraft, and the paint reduces the
drag (a one percent error is large near the speed of sound, where the
margin for error is very small). Because of various “nose down” prob-
lems with the design, at very high speeds the pilot has to pull the shaking
stick back, but the total force needed under these high g conditions can
be as high as 150 to 200 pounds, and since pilot reaction time has been
found to exceed three seconds the pilot cannot pull the stick back fast
enough. The overspeed warning cannot be tested because of passive fail-
ures that will not show up in ground tests. This untestable warning signal
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does not tell the pilot the causes of the problem and there are at least six
different causes: gusts, “unannunciated autopilot softover,” “pitot” stat-
ic system error, inattention, fuel burnoff, and flying into a colder air-
mass. Just for a pitch problem, which can also rip the envelope, there
could be five different sources of equipment malfunctions alone causing
it, and five separate actions must be taken to find the correct source,
within a second or two. At these speeds in thin air the problem of flying
becomes similar to the transformation problems in nuclear and chemical
reactors, in that little information is available and knowledge is limited;
compounding the problem, the time available for action is far less than
in the other systems, and there may also be, as we shall see, the problem
of disorientation. ‘

The next accident, an account of problems with a four-engine corpo-
rate jet, the Lockheed Jet Star Model 1329, is more prosaic, but it gives
some idea of the world of corporate jets and involves a system accident,
unusual risks, and a safety change that was responsible for killing eight
people.

Here are the final few weeks of the airplane, owned by Texasgulf Avia-
tion, Inc. The safety improvement involved new, solid state units in the
generator control units and new wiring. The airplane was flight-tested
after installation and one generator failed. Repairs were made. In the
next test flight, all four generators failed at one time or another, and were
manually reset during flight. A problem in the new wiring was “found”
and repaired. In the next test, one generator tripped (shut off), and was
reset, but no maintenance was performed as a consequence of the mal-
function. Having completed the tests, the plane went into service. A
generator failed twice on the first flight. On the return trip, three of them
tripped, were reset, but tripped again after ten minutes. The plane landed
with only two of the four generators operating. The system was “re-
paired,” and in the subsequent test flight, one generator dropped off the
line again, was reset, and continued to work. No maintenance was per-
formed after this flight.

Ten days later the plane was dispatched to Toronto, and first one and
then another generator tripped, was reset, tripped again, and was off for
nine minutes before coming back on. Eventually, all four experienced
intermittent failures during the flight. The aircraft landed safely in To-
ronto, but it is not clear what, if any, maintenance was performed there.
It then took off for the Westchester County Airport, near New York City.

The crew had trouble with the landing gear after takeoff. At Westches-
ter, in very poor weather, with wind gusts of 60 knots, the plane could
not keep on course and had to be frequently redirected by the controller.
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During this time the crew lost one of their navigational radios, and the
transponder, which signals ATC as to location and heading, was silent
for ninety seconds, probably because of the generator failure. At least one
generator was working just before the crash, because a motorist saw the
landing lights on the wing (the approach to the Westchester Airport goes
right over an interstate highway with one of those curious signs with the
fruitless warning: “watch out for low flying aircraft”). The plane crashed
a mile short of the runway, and a half mile to the right of it, not far from
the highway. All eight people perished.

The NTSB is not certain of the proximate cause of the crash. The four
generators serve as redundant elements for lighting and navigation and
control purposes; even if only one is working, that is enough to fly and
land the plane. Beyond that, there is a backup battery emergency system
for some controls. The NTSB suspects that repeated failures of the gener-
ators (and lighting and controls, for a moment at least) distracted the
crew so much that they missed the approach. But that explanation is
difficult to accept, they admit, and they add the following, which particu-
larly interests us: “It is possible that an unknown fault occurred in the
generator control circuitry so that an electrical malfunction, which in-
validated the design logic of the normal or emergency electrical system,
persisted and could not be corrected by the pilots at the time of the
approach.” That is, the redundancies of the new, safer solid-state system
did not work, were defeated, even possibly defeated themselves, as a
result of unanticipated interactions.?*> This may even have meant mis-
leading information was being generated, which would account for the
difficulty the crew had in following the controller’s orders at various
points. The NTSB learned of at least three other Jetstars that experienced
similar problems after the safety modification. The example strongly
suggests a system accident, and reveals intense production pressures in
the face of repeated warnings concerning a key piece of equipment.

Disorientation

Flying into bad weather, where one cannot tell up from down, and
right from left, is so disorienting that some pilots ask to be routed around
heavy clouds or thunderstorms. Of ¢ourse, often there is no choice. If the
pilot is inexperienced, he or she may tear the airplane apart. This appar-
ently happened to the pilot of a small two-engine propeller Beech plane
in July 1981. He ran into bad weather, which had been predicted, and
was flying by his instruments. According to the accident investigation,
the most likely scenario is as follows: The plane ran out of fuel in the
main tank, and the pilot had failed to switch to the auxiliary tanks ahead
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of time. The first thing he probably did, which would be correct when
experiencing abnormal engine operation, was to increase the richness of
the fuel and advance the throttle. When this failed, he bent down to one
side to turn on the fuel boost pumps and switch on the auxiliary fuel. If,
at the same time, because of the loss of airspeed plus turbulent weather,
the plane rolled or turned, and he suddenly returned his head to the
normal position, “a disorientation would most likely have occurred.”
The report continues: “A false sensation of diving or rolling beyond the
vertical plane would have been produced. As a result, there may have
been a strong, instinctive tendency to pitch or roll the aircraft in the
opposite direction.” Since the pilot had received no instructions in oper-
ating a multi-engine aircraft, “it is easy to visualize the pilot’s reflex
action as being abrupt and excessive.” The wings and the tail section
broke off the plane, probably as a result of a violent maneuver, and the
plane fell to the ground, killing the three occupants.?$

In a safety recommendation regarding pressure/vacuum pumps that
operate directional gyroscopes and attitude indicators, the NTSB re-
viewed five accidents, four of them with Cessna 210N model planes. In
all five cases, the pilots lost their attitude and directional instruments,
were in or had to enter clouds, became spatially disoriented, and had
their planes break up as a result of losing control or making sharp ma-
neuvers, or went into steep dives from which they could not recover. The
only instruments left to them were turn indicators, inclinometer, air-
speed indicator, altimeter, and vertical speed indicator. It is very difficult
to “fly blind” using these quite crude indicators, which respond slowly.
The pressure/vacuum pumps have a long history of failure, At least 325
of them produced by the only two companies that make them failed over
a four-year period, and the actual number is probably much larger since
only a small percentage of the failures are reported.?’

Disorientation played a key, fatal role in the Antarctica crash of the
New Zealand Airways sightseeing trip. Recall that the initial board of
inquiry found the captain at fault. On a clear day with 40-mile visibility,
he flew into the side of a huge mountain. Subsequent investigation dis-
closed an anomaly. Up to the moment of the impact, the passengers were
taking pictures of the Antarctica scenery. Even they might have seen the
mountain ahead. The judge appointed to conduct the second inquiry
learned of a peculiar phenomenon called “white out,” familiar to pilots
who fly near either of the earth’s poles. It is not the white out that skiers
and mountain climbers experience in a snowstorm, but is far more insid-
ious since it occurs on clear days. Because the air in these polar regions is
so extremely dry, the light reflected from very dry snow crystals is altered
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in quality and diffused in such a way that the contours of the hills, and
even the presence of black objects such as rock faces, are wiped out. The
passengers (and the crew) could see and photograph to the side, where
there were large bodies of water, but ahead all they saw was a flat horizon
line—which was what the crew would have expected, since they did not
know that the headings entered into the automatic pilot two days before
the flight had been altered by the airline. It took the combination of these
two independent “failures” to produce the frightful accident of flying
into a mountain on clear day.*

Summary: The Aircraft System

Enough evidence has been presented to suggest considerable complex-
ity and coupling in the aircraft system—the equipment, crew, and the
immediate environment. Some of it stems from trivial sources, such as
kitchen equipment; some of it is so exotic as to be highly speculative,
such as exceeding the buffet boundaries. Much of the evidence in be-
tween deals with unexpected electronic interactions or proximity prob-
lems. What prevents the aircraft system from being more risky than it is
at present is probably the extensive cperating experience gained in sever-
al decades of flying. Unlike nuclear plants, or even chemical plants, there
are repeated “trials” of the equipment under the peak loads of start up
and shut down—several a day for commercial flights—under realistic
and often extreme conditions. With seventy years of experience, each
new model builds upon the lessons of the previous ones. While we have
seen that warnings are sometimes not heeded, with DC-10s and with
Learjets alike, by and large warnings are plentiful and are taken seriously.

In the aircraft system, more than in any other industry we shall consider,
there has been the time, incentive, resources, and talent to design-in
buffers and safety devices, and provide comparatively exemplary train-
ing for unusually expert operators. It is also apparent that for the com-
mercial success of air transport, accidents must be reduced. But the hard
core of system accidents, while small, will probably not get smaller. This
is because with each new advance in equipment or training, the pressures
are to push the system to its limits. The new Boeing 767 airliner is de-
signed to land with only 100-foot visibility—the crew can bring the craft
down without even being able to ses from their forward cockpit to the
tail of their own craft! At the least, they are likely to get lost on the
runway.

As we now turn to the larger system—the airways—the complexity
and coupling in the aircraft system itself is compounded by that of other
*See note 8, this chapter.
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aircraft and the ground controllers. Even here, the technological fix has
been remarkable. This larger system is not a transformation one, but an
additive one, or a fabricating one, so to speak. It should be simple to
keep airplanes from running into each other, and to orient them for the
proper landing position; it is a quite mechanical task. But, as we shall
see, even with small objects in a big three-dimensional sky, the potential
for system accidents is present.

The Airways System

The Orange Berets

The Los Angeles area is covered with freeways and dotted with air-
ports of all sizes run by a variety of groups and governments. Driving
about one gets the impression that all the world is moving, on land and
in the air. Freeways run hard by airports, and airports have approach
patterns that shake the water in backyard swimming pools. Like the
automobiles that bunch up in the morning and evening rush, the air-
planes, commercial and private, circle and peel off in close order when
landing, and stand in patient lines on the taxiways, waiting for the light
to change so they can join the others in the sky.

As the city mindlessly expanded, so did the freeways and the airports.
A recent expansion was the Orange County Airport, renamed the John
Wayne Orange County Airport in honor of its prominent citizen. As
airports go, it isn’t much in terms of size and belies thereby the illustri-
ous images of both John Wayne and Orange County. There are only two
runways, parallel to each other and cheek by jowl at that. The terminal
doesn’t soar, and one thinks of Madison, Wisconsin, for a comparable
building size. The area is, of course, flat, but with a major freeway at the
head of the two runways, and another on the side, the airport gives the
sense of being crunched, as if it should buckle in the short space between
the two parallel runways. To crawl along the freeway at the head of the
runways during what is called the “jet rush> by the local controllers is a
thrilling experience; huge jets roar overhead interspaced with little Cess-
nas and Bonanzas of the county rich; they can’t be much more than 150
feet overhead, the height of a medium office building in any normal city,
On the other freeway, if there is a break in traffic, you can race down
your concrete strip as they race down theirs; they always win. In the
control tower at the end of one of the runways the language of the con-
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trollers and pilots is laconic and brief, the twang of John Wayne himself
untangling some simple dilemma with the certainty of movie morality.
Despite its small midwest town size, the John Wayne Orange County
Airport was, in 1980 at least, the fourth busiest airport in the country,
with over a half a million takeoffs and landings in that year, or 1,500 a
day.?®

During the jet rush on a clear afternoon in February 1981, the control-
ler momentarily had only six planes to deal with, three Boeing 737s, a
Beech Baron, a Bonanza, and a Cessna. But it was tricky to have the
small, slow general aviation planes interspersed with the large fast jetlin-
ers. One of the 737s, operated by Air California, was coming in for a
landing, and another one, also operated by Air California, was about to
take off. Let us call the first “X” and the second “Y.” X was cleared for
landing, and Y was cleared for takeoff. The controller then saw that the
distance between the two was not sufficient, the ““separation,” it is called.
So he told X to abort the landing and go around again, that is, pull up
and make a full circle; and told Y to abort the takeoff and pull off the
runway. Y was slow getting off the runway to the taxi strip, and X was
slow in aborting its landing (according to the majority of the NTSB). X
had lowered its landing gear, then retracted it as it tried to pull up, failed
in the maneuver and decided it had to land, but apparently did not lock
the gear down as it did so. The gear tore off, the two engines separated
from the wings, and the plane skidded about and came to a stop, conve-
niently just 600 feet from the fire station, where it burst into flames. The
evacuation was efficient and timely, given the fact that seats were ripped
out and in the aisles, and overhead baggage compartments were strewn
about. There were four serious injuries and no deaths. The plane subse-
quently exploded twice.

Going behind these bare facts will give us an insight into the life of a
controller and the pilot he or she deals with. It is a story of production
pressures, juggling errant aircraft, pilot dilemmas, and perhaps unsafe
airports. It is a good, though complicated, glimpse into a minute in a day
in the life of a controller and captain, which should make us grateful for
every safe landing in Orange County.

In a busy airport with only two runways, one may assume that produc-
tion pressures must be quite heavy. The controller exceeded the required
separation in directing the activities, but was exonerated by three mem-
bers of the NTSB. They blamed the pilot of X for delay in aborting a
landing and improper handling of the aircraft, and left some blame for
the delay on the part of Y in aborting its takeoff. But another member of
the Safety Board dissented sharply. The separation was clearly inade-
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quate, and the controller was at fault in trying to bring one plane in while
another was still taking off on a short runway. The controller, however,
said that the expected separation was adequate and was quite normal for
the John Wayne Orange County Airport. (Required separation is 6,000
feet; in this case it was only 3,600 feet.) We can leave the NTSB to its
dispute; what interests us is the problem the operators faced, one we shall
again see in the chapter on marine systems. It exists in systems of moder-
ate or high complexity and coupling.

Let us look closely at the pilot of X, who is certainly not blameless, but
who was confronted with an unexpected problem. First he was cleared to
land after two other aircraft, another 737 and a small Beech Bonanza.
But he did not see the Beechcraft plane, and asked the controller (X’s
number is 336): “And Orange County this is three thirty six, we don’t
have our secondary traffic; could you tell us where that is.” The tower
replied; ‘““He’s probably going to end up behind you, I’ve got him on a
three sixty on the downwind [we’ll] see how it works out.” The Beech-
craft was supposed to make a 360-degree turn and come in before X, but
turned too wide, so the controller decided to bring him in after X. In the
next minute X went through its landing checklist (landing gears, speed
brakes, flaps set at 15 degrees, notifying flight attendants, flaps to 25
degrees, and so on), while the controller talked with a new plane on the
scene, got another 737 in position to land and cleared, changed the se-
quencing of the Beech Bonanza to come after X, gave clearance for a
Cessna to take off on the second runway, and gave clearance (3 seconds
later) to Y to taxi into takeoff position on the main runway. It sounds
like a lot, but this is actually a light load for a controller; in one minute
many things can happen at an airport. In the next twenty seconds he
warned the departing Cessna about wake turbulence from Y, which was
about to takeoff, acknowledged the conclusion of the landing of the pre-
vious 737 that X was now following in, and prodded Y to get going
because “Boeing seven thirty seven a mile and a half final” (in its final
approach).

At this point Y acknowledged he saw X coming in as he was making a
running turn from the taxiway on to the runway: “In sight we’re rolling.”
But aboard X, a few seconds before, the captain said to the first officer,
“He’ll never make [the turn].”* Let us start counting seconds from this
point. Seven seconds after this warning comment from the captain, who
had the controls, Y radioed to the tower, “In sight we’re rolling”; two
seconds later the captain on X said over the radio, “Go.” Two seconds

*Phrases in brackets indicate questidnable text—the transcribers were not certain these
were the words.
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later a Cessna called the tower saying it was making a wide right turn.
The controller was momentarily distracted from the X and Y problem by
this, because he had told the Cessna to go downwind, not to turn. He
said to the Cessna: “I want you on the downwind, sir. Okay, I see you
way out there. Why don’t you make a three sixty report again on the
base. You get to follow additional traffic Air Cal” (that is, come in be-
hind X).

While this was going on, the captain of X reduced power to “flight
idle” and lowered the flaps to 40 dzgrees to slow the plane up. Y was in
sight on the runway about three-quarters of a mile ahead, about to take
off; slowing up seemed prudent. Three seconds after that, the captain of
X said (in cockpit, not on the radio), “Come on.” And the first officer
said, “Ah #” (in accident reports, # is defined as a “nonpertinent word,”
though it certainly seems pertinent at this point in the event). This was
eleven seconds after the “He’ll never make [the turn]” comment. Two
seconds later, the first officer said, ‘' They shouldn’t have cleared him out
there.” Then the controller, having straightened out the Cessna, returned
to X and Y and saw the danger. He told X to “go around, three thirty six,
go around.” The captain said he then began advancing the engine power
towards takeoff thrust and motioned to the first officer to raise the land-
ing gear and raise the flaps from 40 degrees to 15. He said the throttle
was full forward, but the engines were not coming up (it would take six to
eight seconds for them to reach the maximum thrust). Three seconds
later the captain said to the officer, “Can we hold, ask him if we can . ..
hold”—that is, can we go ahead with the landing. The first officer asked
the tower, “Can we land tower?”” The tower was talking to Y, telling
them to abort their takeoff. When that conversation was finished the
tower then said to Y, “Air Cal three thirty six, please go around sir.
Traffic is going to abort on the departure.” (That is, Y is going to get off
the runway.)

The captain said he believed he would have to land, so he reached over
and put the landing gear handle down. There wasn’t enough power, he
said, to pull up for a go-around. He reduced the power as they touched,
and then the landing gear collapsed. The cockpit recorder, however, sug-
gests that rather than respond to the first “go around” order (and they
are orders, no matter how polite the post-strike controllers are), he only
trimmed the flaps, and it was not until eight seconds later that he applied
full power. “The Safety Board believes that the captain was still commit-
ted to land at this time and did not add power for the go-around” until
he was told to the second time. The Board majority apparently believed
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that the captain actually retracted the landing gear as the plane was skid-
ding, but their acount is ambiguous at this point. They also felt he was
coming in too fast initially, and then slowed up so much that it would
have made a go-around very difficult should one have been required at
the last possible moment (as it was). In my view, these are retrospective
hecklings. The majority of the board was ready to demand perfect per-
formance of the captain, but ignore the violation of the separation rule
by the controller. The one dissenting Board member did just the reverse,
placing all blame on the controller, and none on the captain.?

There is blame enough for everybody, suggesting the system is at fault.
(1) A controller violated separation rules that would turn the John
Wayne Orange County Airport from the fourth busiest in the country to
the fiftieth if they were followed to the letter. (2) Two general aviation
airplanes using the same airport failed to follow instructions, with the
consequence that the first aircraft changed the sequencing at the last
minute (2 minor event, but we know how minor events can disturb a
mind set) and the second distracted the controller trying to execute a
very tight sequencing during “jet rush.” (3) The captain of X spotted the
trouble, but received no confirming analysis from the controller, who
was distracted, so the captain hoped that Y would get going fast. (4) Y
delayed its takeoff for unknown reasons (though this delay is disputed by
the dissenting member), making the situation worse. (5) The captain of
X was truly committed to landing, having slowed up so much in order to
give Y a chance to take off. (Had he been going faster, his abort of the
landing, which would have been possible, might have brought him into
collision with Y, had it taken off, which it was still supposed to do at that
time.) (6) X’s last-minute abort maneuver failed, probably because, as
the safety board reports, the flap change from 40 to 15 degrees was not
accompanied by an appropriate compensation in the pitch attitude and
angle of attack. I suspect the captain was, in effect, both aborting and
landing at the same time, and did neither correctly. Such mistakes
should not be made by airline captains—or ship captains or nuclear
_ plant operators—and they almost never are. But such mistakes still can
and will occur.

(Failure to lower landing gear or lock it into position is not uncom-
mon. A story is told in the Navy that there were 14 instances, over a few
years, of pilots who tried to take their planes off of aircraft carriers with
the outside quarter of their wings still in the vertical position—the park-
ing position which saves space on the carrier. Three of the pilots were
skilled enough or lucky enough to manage to maintain control after take-
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off and fly around the carrier and return for a landing, with their wing
tips still up. Two of these actually managed to land safely in this way.
The third forgot to put down his landing gear and crashed!)

One can think of four or five other failures or out-of-place events in
addition to pilot error that would have caused this accident at the John
Wayne International Airport. We can fault the controller on at least two
points, the Cessna on one, perhaps crowded conditions on the radio, and
perhaps the crew of plane Y. We could also fault the Orange County
supervisors (but not, alas, John Wayne). They allowed an airport of this
small size to be used to handle all the private planes of their wealthy
county residents and also to provide commercial flights to other Califor-
nia and Southwest cities. Most importantly, we can fault a complexly
interactive and quite tightly coupled system that attempts to work at the
maximum limits of safety. The NTSB has to work within those limits,
and their assignment of probable cause makes sense only within those
parameters; once we step back and look at the larger system of an inter-
mix of traffic (in terms of plane size, pilot experience, and density), and
location, the NTSB assignment of blame appears irrelevant and
quarrelsome.3¢

Familiarity

One of the problems with managing interactive systems is the compla-
cency that comes with familiarity. Familiarity is what allows systems to
function smoothly; things that we are familiar with we do well. Doing
well at a familiar job, however, means that we are not endlessly alert,
ever searching for that extremely rare event. Our systems would break
down quickly if the operators were required to be ever vigilant—for no
other reason than vigilance must be time-shared, so to speak. The pilot
of an airplane must share his attention with a vast array of instrument
panels, his radio, and that part of the sky that can be seen from those
small windows. When two planes collided and fifteen people died near
Loveland, Colorado, in April 1981, each plane had about forty-five sec-
onds to view the other aircraft. The surviving pilot testified his attention
was on the spot on the ground where the parachutists he carried would
land. The Board suspects that the pilot and co-pilot of the other plane
could have been plotting their course, observing their instruments, or
attending to other cockpit duties. Though they do not speculate on it, the
ground controller could have been preoccupied with other planes in his
airspace, and not have noticed the intermittent dot, without identifica-
tion or altitude numbers, that indicated the position of one of the planes.

Numerous rules and regulations were violated in this case: the Cessna
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that carried the sky divers did not have authorization to fly above 12,500
feet; a notice of the flights planned for the day was not properly distribut-
ed by ATC; the Cessna pilot did not establish the required radio commu-
nications and did not have the required transponder (a radio signal sent
to ground control continuously) for flights above 12,500 feet (a Mode C
transponder that sends out altitude information); the FAA management
at the Denver Center knew of altitude violations but did nothing about
-them, and so on. Any one of these violations, if corrected, might have
prevented the accident, and several of them certainly would have. But
these violations were not as important as the numbing effect of familiar-
ity, as the following account indicates.

The sky-diving service had been in operation for a year and a half, and
had conducted 10,000 individual parachute jumps in the last year. (As-
suming they flew everyday of the year—extremely unlikely—that would
be almost thirty jumps a day.) Their airplanes routinely went above
12,500 feet without the proper notification and without the proper equip-
ment; the controllers routinely acknowledged messages from the sky-
diving office that they would be jumping one mile from the airport from
as high as 18,000 feet, from 1:30 until one hour after sunset. The routine
might have gone on for years without any problem; after all, there is a lot
of airspace up there, and the chances of two planes colliding on a sunny
day in view of each other is extremely remote.

In addition to familiar routines, such as the above, the very safety
devices contribute to complacency and inattention. The charter airplane
involved in the above example, a two-engine Handley Page Jetstream,
was under positive control from ATC, and knew that its altitude-encoded
“blip” from its transponder was under the watchful eye of the controller
down below. The Cessna also thought that its transponder was “squawk-
ing” appropriately, and warning the controller. What the Cessna crew
didn’t know was that the controller was not using the setting on his screen
that would pick up a transponder that was not a Mode C transponder.
Instead, because of his setting, he only picked up an intermittent signal,
which did not show a track on the screen but only an intermittent dot,
without any identification tag. It could have been a small private plane at
5,000 feet, instead of a five-passenger Cessna at 13,000.

The controller could have had the screen set to pick up and track
continuously planes at below 12,500 feet, and two and one-half years
before, a Denver controller had recommended that this be required. His
or her superiors all concurred in the recommendation, all the way up to
the chief of the Denver Air Route Traffic Control Center, who vetoed it
because it would increase the clutter on the screen. (Four days after the

153



NORMAL ACCIDENTS

accident he reversed himself and required that screens be set to track
planes below 12,500 feet even if the controller is working only with those
above it.) Even this change, however, would not ‘have helped. The con-
troller would have expected the Cessna to be below 12,500 feet, because
above that, a Mode C transponder is required (but wasn’t, tacitly, for the
sky-diving firm’s operatiqns).’!

The complacency that comes with high-tech solutions to problems is
noted in a NASA study of seventy-eight near midair collisions in the
airspace controlled by the terminal. The study found that half of the
collisions involved an aircraft that ATC did not know about—no tran-
sponder, no flight plan, only a spot, if that, on the radar. The study
comments:

If [these] reports are representative, many pilots under radar control believe
that they will be advised of traflic that represents a potential conflict and
behave accordingly. They tend to relax their visual scan for other aircraft until
warned of its presence; when warnead of a conflicting aircraft, they tend to look
for it to the exclusion of within-cockpit tasks and scanning for unreported
traffic. . . . The air traffic controller cannot inform the pilot of traffic that is
not visible on his radar scope, nor can he provide separation from such traffic.
It is plain that at least some pilots receiving [complete ATC] services believe
that they will be told about all traffic that represents a threat, yet controllers
can handle traffic only with regard to threats they can see. .. .3

The saying is that it is not the one you can see that will hit you, but the
one you don’t see and were not looking for because of the one you were
alerted to. This is a feature of all automatic systems, from cruise control
in an automobile to autopilot in a jumbo jet. We should not outlaw or
condemn the systems; without them we would have to both slow up and
risk more accidents. We should just note the residue they leave for in-
comprehensible or unexpected interactions.

Our final example concerns an extremely thorough study of a series of
near midair collisions at the Atlanta, Georgia Airport in October 1980.
The NTSB report is seventy-six pages long, and reconstructs in dramatic
and graphic terms a twelve minute sequence, with charts and ATC-pilot
dialogues.?* The events were very complicated, but essentially the con-
troller did not take control of a plane handed off to him by another
controller as it entered the terniinal airspace he controlled, and as a
result of changes in the landing pattern of the other planes (a routine
event), collision avoidance alarms were sounded four different times.
One of the near-collisions involved four planes that were occupying the
same 2-square-mile area. In two of the events, a pilot had to make severe
emergency avoidance maneuvers; one of the pilots exceeded the limits of
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his three engines. Planes passed each other within a few hundred feet.
The workload was not high for the controller (and the weather was clear
and bright), but within the twelve-minutes, fifteen aircraft were in the
space he was controlling, Five of these were involved in collision avoid-
ance alarms, some twice. In the ATC room, in addition to four collision
avoidance alarms, low-altitude alerts sounded three times. The sound is
the same, and controllers tend to ignore them since they are preoccupied
with their duties. No accident occurred, but this example gives some
circumstantial evidence for the interactive complexity of the ATC
system,

Getting Cooperation

The vast sky is surprisingly populated with small, unconventional, and
sometimes uncooperative objects, making the controller’s life difficult.
We have generally considered only airlines and some private craft, but
the airspace includes military activities too, along with model gliders, sail
planes, parachutists, and once even a lawn chair with occupant attached
to several weather balloons that sailed uncontrolled to several thousand
feet in California in 1982, and was reported by an airliner. The following
incident involves just a part of the traffic handled by the controller: two
corporate jets that almost collided, another jet, a jet military tanker, and
two military fighter aircraft being refueled.3* The second incident deals
with private planes invading commercial airspace. These incidents offer
further evidence, if any is needed, of the interactive nature of the airways
system, as well as glimpses into the “cowboys” that fly there.

The controller returned from a relief break. While he was away, the
other controller at his station had handled both the communication
function and the radar. He was behind, and preoccupied with a midair
refueling mission, so not all the tags and other information were in order,
and the controller in an adjoining sector was also behind. The radar at
one station (Keller, Texas) was out of service for scheduled maintenance,
further increasing the workload. In the next few minutes, the following
steps were taken and events took place: Two additional fighters requested
permission to descend, through traffic, because of low fuel; they were
asked not to, but insisted that they had to. The tanker requested and
received a route change. One corporate jet requested a route change.
There was confusion as to which of the two corporate jets was climbing
to a new altitude, because the data tags (little blocks of light with num-
bers on them adjacent to the symbol for an aircraft on the CRT monitor)
were not complete.

The controller called one of the corporate jets to clarify the situation,
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but the reply was blocked by transmissions from the fighters getting re-
fueled. The fighter pilots were asked to “standby” (shut up). He then lost
the radar targets for the two jets. One of the two corporate jets tried to
transmit to the controller, but the transmission was blocked by the fight-
ers, who did not “standby.” The controller again politely asked the fighter
pilots to shut up and called one of the jets. It reported that a corporate jet
had just passed in front of him; it did not say whether it had to take
evasive action or not, but it was clear that it was close. The conflict alert
feature of the radar had not come on because one of the planes was
technically in a “coast” track, and thus apparently (the report is not clear
about this) not subject to the alert.

Here is a second glimpse into the life of a controller: One of the big
problems they complain of concerns what controllers around the New
York City sectors call FLIBS (Fucking Little Itinerant Bastards)—general
aviation aircraft. The stories told about FLIBS are endless and probably
exaggerated. They land at the wrong airports, and are surprised not to
find their cars in the parking lots. They land, or take off, on the wrong
runways (so do commercial aircraft, but less frequently). They leave their
transmission button on the radio depressed after talking to the tower,
which means they cannot be called, nor can anyone else use that fre-
quency. Reportedly, another pilot has to be sent up occasionally to flag
them, or scare them sufficiently so that they will try to call the tower to
complain, and thus discover they have disabled the communication sys-
tem.3 They fly “under the influence”; run out of fuel frequently, and so
on. Here is a small account of one incident.3¢

A single-engine light transport called Kennedy Airport traffic control
and requested Air Traffic Control clearance through the area from Islip
Airport (out on Long Island) to one of the radio beacon turning points
near Kennedy. This terminal control area (TCA) requires an altitude-
reporting transponder, and the little plane did not have one. But the
controllers were not too busy, so they issued the requested clearance,
telling him to maintain an altitude of 2,500 feet. The pilot acknowledged
the clearance, but the controller was watching him and saw that he did
not travel in the right direction. (The controller can shift his screen to
pick up aircraft without altitude-reporting transponders.) The controller
asked what was going on. The pilot stated that he had now lost both of
the directional beacons that he was navigating on.

The controller’s report goes on:

As aircraft was now down to having only one required item for a TCA clear-
ance (an airplane), TCA clearance was revoked with a 180 degree turn [or-

156



Aircraft and Airways

dered] and reason broadcast. Pilot exited TCA and kicks VOR equipment [the
device that picks up the beacon’s signal] and called controller again, saying he
had got one VOR operating again and could he have that TCA clearance
again.?’

The clearance was issued to proceed to the desired beacon, which would
mean a heading of about 250 degrees. The pilot thanked the controller,
but again selected the wrong heading. The controller’s report concludes:
The “aircraft took off on about a 330 heading terrorizing four Instrument
Flight Rule departures off LaGuardia airport,” which is slightly to the
northwest of the Kennedy beacon.

These cases give us sufficient feel for the airways system. It is now
time to look more closely at air traffic control, and the reasons for its
remarkable safety record in recent years—virtually no mid-air collisions
where the system had both aircraft under control.

Air Traffic Control

The air traffic control service has two primary functions: safety, and
expediting the production of commercial passenger service. The two are
in some conflict, even though each needs the other. The increase in safety
brings more aircraft into the airways system, and increases the density,
thus the danger. (Density involves the number of aircraft, the number in
a corridor, the number and intersection rate of corridors, the number of
takeoffs and landings, the separation allowed between aircraft, the com-
munication activity among airplanes, among ground personnel, and be-
tween airplanes and the ground facilities. Adding one aircraft multiplies
the other indices of density.) An increase in numbers, and thus density,
interferes with the economics of commercial travel and freight, because
it lengthens and delays flights, With the many-fold increase in fuel costs,
it is important that the jet transports fly the most direct route possible, at
the most economical altitudes, and with the least delay of departure or
delay of landing when they reach the airport. A recent study by a major
U.S. airline, for example, indicated that a 3 percent reduction in fuel
used could result in a 23 percent increase in profits.38

ATC enables the commercial transport system to meet these goals, and
has done a remarkable job of doing so. Each morning a central office of
ATC surveys the weather across the United States (and foreign countries)
and advises the airlines on possible delays in departure and landing be-
cause of the combination of weather and density of traffic. It does not tell
the airlines when to take off, but they are able to adjust their schedules
and the number of flights on a route to minimize departure and landing
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delays. The problem of “holding” over an airport, circling until there is
room to land, has been greatly reduced. Instead, the “holding” is done
prior to takeoff—which is cheaper, less inconvenient for passengers, and
certainly safer. The problem of flying nearly empty planes has been re-
duced somewhat, since the airlines can cancel flights more expeditiously
with the ATC information.

Meanwhile, in the sky, ATC has laid out more skyways, set up more
beacons, and divided the sky into more efficient packages, so to speak,
through which the airplanes can fly and be handed off from one control
facility to another as they move along and finally land. This has enabled
the density of aircraft to increase substantially, and their traveling speed
to increase, and the separation of airplanes to be reduced from 20 miles
to 5 (until the separation was increased as a result of the reduced number
of controllers following the 1981 air traffic controller strike).?

ATC also has an overriding safety goal. Part of this is accomplished
through advice on landing (helping the airplane to position itself correctly,
warning it about weather or errors in altitude or position) and clearing it
for takeoff. But the most important part of the safety function is to pre-
vent airplanes from bumping into each other. On the airstrip this is fairly
straightforward, though we have just seen how it can get rather compli-
cated in our account of the John Wayne accident. The tower controllers
can see the aircraft on the ground and know who is coming in and taking
off. In the air it is more difficult. Mid-air collisions are quite rare, but
near misses are not.* ‘

Since mid-air collisions (including those on landing approach and
shortly after takeoff) are likely to represent the most complicated interac-
tions that ATC has to deal with, I will focus upon these. The goal of
preventing mid-air collisions conflicts with the production demands
placed upon the airways system. Fewer aircraft, at greater separations,
flying in a larger number of jetways, spread out more evenly over day-
light hours, and flying at slower speeds would greatly reduce the collision
threat, but greatly increase the production costs. The problem, then, for
ATC has been to keep collision risks low while increasing the occasions
for collisions. This they have done with remarkable success. The density
increases steadily, but the number of mid-air collisions has been reduced
to near zero (especially those where both planes are controlled by ATC).

*Figures are very unsatisfactory here; I could not even learn, for sure, how many mid-air
collisions there were between aircraft that were both under the control of the ATC system
in the 1950s and 1960s. Near misses are estimated from a variety of sources and are subject
to numerous errors, including the official FAA computer-generated count of “system er-
rors,” where aircraft come closer than the rules allow. In the mid 1970s these averaged 400
per year. See Spahn, 1977,
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The pressure to increase density and decrease collisions is great. In fact,
the FAA is legally liable for all the damages if two planes that its ATC
facilities control collide in mid-air. This kind of an “incentive” is likely
to be effective, even if there are no others.

The Reduction of Complexity and Coupling

In the Coupling/Interaction chart airways are placed near the center—

neither very tightly coupled nor complexly interactive. I suspect that
they once were much more interactive and coupled, and that the change
is a result of organizational and technological changes since the early
1960s, constituting a striking example of the possibility of reducing com-
plexity and coupling in nontransformation systems. I will review the
changes in terms of the criteria for complexity and coupling that were
laid out in Chapter 3. The airways system is potentially quite complex in
the following respects. Unexpected interactions can occur when aircraft
enter the airspace that are not under the control of ATC or even not seen
by them. This is a proximity problem, similar to when a short in a cable
disables a nearby cable that holds the safety device meant to correct any
fault that might occur in the first cable. As the ATC system expanded,
with the potential for more unexpected interactions in an airspace, it met
this problem by restricting access to various spaces of air. It told corpo-
rate and recreational aircraft that they could not fly there unless they had
the proper instruments and training. This reduced the number of planes
in some airspaces than would otherwise be there, given the increase in
traffic.in general. It also gave the controllers more information about
those planes that continued to fly there—since, for example, they had to
have altitude-reading transponders.
. Before the widespread use of radar, all information about position,
speed, altitude, and flight plans had to come via radio contact. A failure
here affected numerous sources of information. The danger was reduced
with radar because it could operate independently of voice communica-
tion. It was further reduced when transponders could supplement radar
and voice communication. In addition, the FAA required backup radios
in the aircraft (as well as having backup systems for the controllers).
Nothing is perfect, and we have seen problems with both the data tags
and the radio channels in the examples given above. But the potential for
common-mode failures has been minimized.

Dependence upon multiple function units or subsystems was reduced
by the segregation of the traffic (as well as by the use of transponders).
More corridors were set up and restricted to certain kinds of flights.
Small aircraft with low speeds (and without instrument flying equip-
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ment) were excluded from the altitudes where the fast jets fly (though
controllers relent on this point, as we have just seen). Military flights
were restricted to certain areas; parachutists were controlled. In this way,
the system was made more linear. Of course, the density in any one
corridor probably also has increased, offsetting the gain to some or even
to a great degree. But if we could control for density, we would expect to
find a decrease in unexpected interactions.

The technological fix of transponders that encoded altitude and the
shift from direct radar information for the controller to representations
on the screen created by computer analysis greatly increased the direct,
on-line information sources. The radar sweep gives only intermittent
information on the position of an airplane. Though the screens intro-
duced in the 1970s were more “indirect” in one sense, since they were a
representation of information from the radar or transponder, the screens
gave continuous read-outs of position, altitude, and direction. Most im-
portant of all, they did not require communication with the aircraft to
determine altitude (and in earlier versions, communication to get head-
ing and speed).

Many characteristics of nonlinear interactions still remain; the system
may never be linear. There are many control parameters with potential
interactions; limited substitutability of roles, or isolation of failed com-
ponents (though it should be noted that if a collision does occur, both
airplanes promptly exit from the system!); there are still unfamiliar and
unintended feedback loops created (wrong identification of aircraft, in-
sertion of airplane into the wrong sequence, et cetera); tight spacing of
units (allowing unexpected interactions) at crowded airports; and limited
substitution of supplies and materials on an ad hoc basis.

Reading accounts of near mid-air collisions hardly supports the idea
that the system is anything but tightly coupled, but I will argue that it is
only moderately so. Tight coupling reduces the ability to recover from
small failures before they expand into large ones. Loose coupling allows
recovery. In ATC processing delays are possible; aircraft are highly ma-
neuverable and in three-dimensional space, so an airplane can be told to
hold a pattern, to change course, slow down, speed up, or whatever. The
sequence of landing or takeoff or insertion into a long-distance corridor
is not invariant, though flexibility here certainly has its limits. The cre-
ation of more corridors reduced the coupling as well as the complexity of
this system. Time constraints are still tight; the system is not loosely
coupled, only moderately tightly coupled. But aircraft are maneuverable.
They are also quite small. Near misses generally concern spaces of 200
feet to one mile. Those near misses reported to be under 100 feei are
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exceedingly rare and the proximity may be exaggerated. Even with 100
feet, though, there are 99 spare feet. If one tried, it would be hard to
make two aircraft collide. In other high-risk systems it is comparatively
easy to produce an explosion, or to defeat key safety systems and pro-
duce a core melt.

There are also important alternative methods of meeting the goal of
preventing collisions and directing the aircraft to where it should be. Re-
routing because of crowding is common. We have seen how accurate
weather and traffic information leads to delays of departure (or flight
cancellation) rather than delays in holding patterns. If crowding does
occur (perhaps because of sudden bad weather) the system can be “ex-
panded”—more space used; speeds reduced; aircraft held on the ground,
or routed to other sectors. The extensive information available to ATC
allows this to happen, along with their authority to change speed, routes,
and altitudes.

Some other aspects of tight coupling probably cannot be reduced with
either technological fixes or organizational changes. There are few oppor-
tunities for nondeliberate, fortuitous buffers that foster recovery from a
dangerous situation, nor significant substitutions of supplies, equipment,
or personnel. The substitution of personnel will probably be further lim-
ited in the future. The airlines, for financial reasons, are pressing for a
reduction of flight crews from three (pilot, co-pilot, and engineer) to two
(pilot and co-pilot) on the grounds that computers and other devices
reduce the engineering load. (However, studies of accidents and near
accidents disclose that crew overload is a pressing problem in departure
and landing.) The FAA is pressing for more automation in its system,
thereby reducing the number of controllers extensively. Both of these, I
would suggest, will lead to much tighter coupling—that is, less resources
for recovery from incidents.

Another move on the part of the airlines and the FAA will undoubtedly
increase unexpected interactions and decrease recovery potential. At pres-
ent, aircraft about to land will line up in a descent corridor that is many
miles long, which is entered at the far end. Substantial separation is
needed to prevent fast airplanes from overrunning slow ones. Under a
proposed MLS system (microwave landing system), aircraft could turn
into the glide slope at any point, with the slowest traveling the shortest
glide path. The capacity of a runway would be considerably increased,
and fewer miles would be flown by some aircraft. The workload of the
controller would go up (and the chances of recovery from a slip-up would
go down), but another innovation is being considered that might handle
that.

161



NORMAL ACCIDENTS

The pilot could have a cockpit display of traffic information (a CDTI,
it is called), and several pilots could then work out their own landing
sequence, with the controller offering assistance and oversight. A form of
“distributive management” or decentralization, it was endorsed by pilots
in a simulation study, but not by controllers. The simulation indicated
increased efficiency (more landings) and more even (safer) separation for
the five aircraft.4° The Orange County supervisors would probably love
this innovation. The implications of CDTI extend beyond microwave
landing systems. By providing the pilot with a radar screen that locates
all the airplanes around him or her, perhaps giving their speed, direction,
and altitude, it would redistribute authority between the controller and
pilot, increase pilot workload and decrease the need for controllers, in-
troduce more equipment that could fail, perhaps lead to overconfidence
and greater risk-taking, and to the “non-collision course collisions” (see
Chapter 6) that plague the maritime industry. It may be one of those
dubious technological fixes that designers of technological systems seem
unable to resist.

FAA, The Carriers, and Safety

Our final topic in this chapter concerns the technological forces that
drive this particular high-risk svstem. I offer the following hypothesis
most tentatively, because I am not certain that the many clear exceptions
to it do not overwhelm the supporting cases, but it is a hypothesis worth
consideration. The hypothesis is that the air transport industry (aircraft
manufacturers and the airlines) supports safety regulations and require-
ments primarily when the increase in safety permits an increase in pro-
duction efficiencies, and that the FAA concurs in this strategy. The in-
dustry is not against safety, and does a lot to increase it on its own; it is,
after all, a prerequisite of the system that it be reasonably safe. But it will
voluntarily undertake safety modifications primarily under two condi-
tions: (1) when the modifications make increases in production efficien-
cy possible (building more economical aircraft and engines, for the
equipment side of the industry, and increasing density and decreasing
operating costs, for the service side) and (2) when they can be added to
new aircraft without significant cost, especially if there is fear that a
retrofit of the equipment might be required by public pressure (largely
through Congress) or (more remotely, as we shall see) by FAA require-

162



Aircraft and Airways

ments. This means that voluntary safety modifications or additions will
not be made simply because there is evidence they are needed. The in-
dustry will concur in and not protest and delay mandatory safety efforts
primarily when these increase efficiency of the system (including higher
utilization by the public).

All that this careful wording really says is that no one in the industry is
going very far out of their way to protect the lives of employees and
customers and innocent bystanders (first-, second-, and third-party vic-
tims). Perhaps it will always be thus, and we should not be surprised to
find this attitude in an activity that is primarily for-profit in nature, and
furthermore must be organized through large, formal organizations
(which inescapably will be indifferent to some degree to the fate of these
victims). Yet the rhetoric of the industry and the FAA sharply contrasts
with this view, and thus, the hypothesis needs exploring and airing. This
section will do this, though after perusing it the reader may board her
next commercial flight with less than her customary ease.

Safety involves two factors—accident prevention, and damage mitiga-
tion after an accident. The industry and the FAA have been preoccupied
with the former, because each improvement there has meant greater den-
sity, higher speeds, and more customers. The latter, damage mitigation,
has little or no effect upon these economic variables. It merely reduces
the injury and death rate from accidents. The largest injury and death
rate sources in damage mitigation come from evacuation delays, and
more important still, from cabin missiles, obstructions, and toxic fumes
and explosions.

First, let’s examine the matter of timely evacuation of aircraft after an
accident. A key to this task is a functioning public address system and
means of communicating with the flight attendants. American passen-
gers are remarkably compliant when faced with uncertainty in these awe-
some technological marvels. They will sit still until told to get out. If the
electrical system is damaged, or all power shuts off to reduce explosion
dangers, or the craft runs out of fuel, there is no way to tell the attendants
or the passengers to get out. In 1971 a Boeing 747 caught fire after an
aborted take-off and landed again. The first officer made an evacuation
announcement, but inadvertently made it over the radio rather than the
public address system. When nothing happened in the passenger cabin,
he tried the proper system, but it was inoperative because all power had
been turned off to reduce the risk of fire and explosion. The flight crew
then entered the passenger cabin and shouted the order, but only those
passengers in the front part of the cabin heard. All eventually evacuated
safely, but since this had happened before, the NTSB recommended to
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the FAA that self-powered audio and visual alarm systems be installed.
The FAA agreed it was needed, but believed further study should be
made of the best system to require.*! This report was presented in 1972;
and the FAA continued its “study.”

After some more accidents where the public address system failed and
passengers were needlessly injured or killed, the NTSB tried again to get
the attention of the FAA through a special study of their own, with
recommendations, in 1974. Nothing happened. The Safety Board reiter-
ated its recommendations after the 1975 crash of a DC-8 in Portland,
Oregon, where the system was inoperative. Six years later, on January
19, 1981, the FAA finally issued a proposal for requiring self-powered
warning systems, but still had it under review at the end of 1981. Air
carriers would have a full two years in which to comply, thus providing a
minimum of thirteen years for the studies, recommendations, and imple-
mentation for a system as simple as a battery-powered speaker system.
The cost of the equipment is estimated to run from $500 to $5,000 per
aircraft. Some aircraft already have the system in operation—United had
it on four of its five aircraft types, but other airlines did not. Even the
regular public address system does not have to be repaired before twenty-
five hours of flight are up for some aircraft, and for others, such as
McDonnell Douglas aircraft, there is no limit to the time that the airline
can take to repair a malfunctioning address system. The NTSB deplored
these lax regulations, to no effect.

More serious is the matter of cabin safety.*2 The predecessor agency of
the NTSB, the Civil Aeronautics Board, recommended to the FAA in
1962 that the testing that was going on in the FAA regarding seat failures
during a crash be expedited. This followed a 1962 crash where it was
believed that twenty-eight persons could have been saved if their seats
had not ripped out. The FAA replied that it recognized the need for
further studies, and it was pursuing them “consistent with available
manpower and funds.” (Stronger bolts could have made a large differ-
ence, and extensive studies to determine that were hardly needed.) The
regulations regarding the crash force that seats would have to withstand
were then ten years old, and aircraft had become larger, faster, and were
crashing with more force. By the end of 1981, when the NTSB undertook
another Special Study of the problem, the old 1952 standards were still in
effect.

The Special Study found that since 1970, only examining those crashes
where all or at least some passengers could be expected to have survived
the force of the impact itself, 60 percent of the crashes exhibited failures
of cabin furnishings. Of the more than 4,800 passengers involved in
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these crashes, over 1,850 were injured or killed. Many of these deaths
and injuries could have been prevented, the study concluded, had cabin
furnishings not failed, particularly in the 46 percent of these accidents
where there was fire. ,

Of the forty-six accidents where cabin furnishings failed, seats or the
seat belts failed in 84 percent of the accidents; overhead panels and racks
failed in 77 percent; galley equipment in 62 percent. Most of these fail-
ures occurred when the g (gravity) forces were well below the figure that
the FAA sets as the maximum survivable force, and under which the
equipment should survive. (In the John Wayne Orange County aircraft
accident we described earlier, there were four serious and twenty-nine
minor injuries caused by seat failures or other cabin furnishings, though
the g forces were well below the standard of the 1952 regulations.) How-
ever, the study conclusively showed that the FAA maximum was far too
low; people survived much higher g forces than the forces the FAA set as
the maximum for survivability, and thus the seats and other furnishings
should also be required to survive these higher forces. While this fact had
been well established for some years, even by the FAA’s own studies, it
was still disputed by the FAA in congressional testimony in 1980. The
FAA currently has a huge study underway, started in 1980 and not ex-
pected to be concluded until 1985. (It might recommend stronger bolts.)
The NTSB comments: ““Although it should be possible to conduct many
worthwhile experiments and to gather new data in this test, the Safety
Board questions whether the FAA will be any more willing to accept
such crash data as being representative of modern aircraft.” It also argues
that “the major emphasis of FAA’s ongoing crashworthiness programs
should be on applying available technology. . ..” 4

The problem is not only flying missiles, flying seats with occupants,
jumbled debris preventing evacuation, and inoperative exits. Toxic
fumes are probably the major killer. When a Saudi Arabian flight ex-
ploded and burned on the runway at Riyadh in 1980, killing the crew and
301 passengers, it was the smoke and toxic fumes created by cabin fur-
nishings that proved lethal. Cabin materials, when heated or burned,
produce deadly hydrogen cyanide and hydrogen chloride, which pro-
duces hydrochloric acid, phosgene (a nerve gas when ingested), and an
explosive high-temperature mixture which consumes all oxygen and
leaves only carbon monoxide.* At least 371 persons in recent years are
known to have survived crashes only to die as a result of fires involving
cabin material. The first such fire occurred in 1961, but the FAA has
been reluctant to require the use of flame-resistant materials. The chair-
man of the NTSB, James King, said in 1980, “Ever since the 1961 crash
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... the FAA has promised action. No action has been forthcoming.”45
The National Research Council of the National Academy of Sciences
reported in 1977 that safer resins and foams were available for use. Even
such painless improvements as the elimination of carpet as a wall deco-
ration would help, it said.

The FAA has overlooked short-term improvements in the search of an
elusive, perfect solution, notes Jeffrey Smith in an article in Science.
More important, the General Acccunting Office of Congress notes, the
FAA has issued proposals twice, but withdrawn them because the indus-
try was opposed. The FAA convened a panel of 150 of the world’s top
experts in aircraft fire safety, but about 100 of them were from the indus-
try itself, and the FAA. After two years it concluded that the FAA was on
the right track in this area. With this backing the FAA proceeded cau-
tiously, contracting with one of the aircraft manufacturers to develop a
highly sophisticated fire chamber at the cost of about a half a million
dollars. Even this use of public funds was not enough; the FAA decided it
was not sufficiently sophisticated and that more money and at least an-
other year were needed. Meanwhile, it continues its own testing, which
involves holding a Bunsen burner (1952 model, no doubt) to cabin mate-
rial to see if it burns. The problem is extreme heat, which decomposes
the material, not the presence of a cigarette lighter. A radiant heat panel
test has long been advocated by the National Academy of Sciences and
other groups.

What is going on here, in an agency that developed and installed the
sophisticated air traffic control system and is launching an even more
automated and advanced one? The conflict between the NTSB and the
FAA is, perhaps, to be expected, since the NTSB is the independent
agency set up to review accident reports, conduct background studies,
and recommend to the appropriate federal agency (the FAA in the case of
air transport) changes in regulations, more intensive research, and so on.
The forerunner of the NTSB was the Safety Bureau of the Civil Aeronau-
tics Board, but it was made independent of the regulatory agency when
the National Transportation Act was passed in the mid 1960s, so that the
same person (in this case, Jerome Lederer) was not both promulgating
civil air regulations and investigating the accidents they might cause. The
FAA replaced the CAB, but over the years it has been criticized as being
too close to industry. The General Accounting Office of Congress, a
House government operations committee, the Ralph Nader-affiliated
Aviation Consumer Action Project, and other groups have recently
charged that not only is the FAA too industry oriented, but the Reagan
administration has cut back on the funding of its primary critic and
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watchdog, the NTSB, and the FAA has relaxed many rules and restric-
tions (for example, commuter airline pilots can now work a 70 hour
week; pilots for the large airlines are restricted to 30). The air transport
industry, through its various trade associations, vigorously supports the
policies of the FAA. But why would the industry, and the FAA, drag
their feet on cabin safety, if the critics are correct in their charges? It
appears that the air transport industry welcomes and supports efforts to
allow more efficient, economical, and reliable flights, and these efforts
improve safety. But bolting seats down better, or using inflammable ma-
terial for decorations will not increase efficiency, nor is it likely to in-
crease ticket sales. The airline cannot even be sued for negligence in these
respects. (A jet airliner may fly fifteen to twenty flights with an inopera-
tive public address system without liability or penalty.) It is not that the
proposed improvements would cost much. Industry is sometimes willing
to put them into new planes, and even retrofitting costs are not high. It
just seems as if they are either a nuisance, or that tough regulations
would establish a precedent for the FAA that the industry fears. How else
can we explain a two-year study by a group dominated by industry and
FAA representatives that concluded the FAA was doing a fine job in not
upgrading thirty-year-old standards that resulted in perhaps hundreds of
needless deaths?

Conclusions

The aircraft and airline industries are uniquely favored to support safety
efforts. Profits are tied to safety; the victims are neither hidden, random
nor delayed, and can include influential members of the industry and
Congress; a vigorous union fights the industry’s temptation to call “oper-
ator error” and instead looks for vendor and management errors; a re-
markable voluntary reporting system exists (section on ASRS, p. 168),
experience is extensive and the repetitive cycle of takeoffs, cruising, and
landing promotes rapid training, precise experience with failures, and
trials with errors for new designs and conditions. For getting from one
- point to a distant other, there is nothing safer.

This achievement has occurred despite persistent, uneradicable system
accidents. But in contrast to nuclear power plants and chemical plants
(and recombinant DNA research), the system is not a transformation
system, with hidden and poorly understood interactions that respond to
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indirect controls with indirect indicators. (An exception occurs in en-
countering buffet boundaries.) The airways system is high on interactive
complexity and on tight coupling, but these will respond to a consider-
able extent, although not completely, to management and technological
innovations, which have been forthcoming. There are exceptions. Ugly
industrial norms surface in the case of McDonnell Douglas and the DC-
10s, with failure to heed warnings, sloppy work, and perhaps worse. Pro-
duction pressures may be quite excessive in commuter airlines. With
some slight inconveniences and expense the system could be made even
safer—though not a great deal.

The air traffic control system interested us considerably because we
could trace the changes that reduced complexity and coupling, resulting
in about as error-free a large system as we are likely to see in our society.
The contrast with the marine waterways we will consider later is as-
tounding even though the problems are not all that different. Still, we
wondered aloud about some of the automation steps that are planned;
the marine chapter will serve as a warning about the limits of technologi-
cal fixes, even as this one has served largely as a celebration of them.

A Note on the Air Safety Reporting System

The Air Safety Reporting System, ASRS, was established in 1975, and
receives over 4,000 reports a year on safety-related incidents and near-
accidents. Similar systems had been established in Europe, tried in the
United States, and used by at least one U.S. airline, United Airlines. In
fact, in 1974, a TWA flight crashed on a Virginia mountaintop as a result
of a confusing map and misinterpretation of ATC reports. In the subse-
quent NTSB investigation it turned out that United pilots had been
warned of the hazard by their program but TWA had no such program.
The FAA had sponsored a program in the late 1960s, ostensibly nonpu-
nitive in nature, but pilots and controllers did not support it. After the
Virginia crash, they sponsored another, but this time allowed the re-
spected National Aeronautics and Space Administration to supervise it.
NASA selected the Battelle Memorial Institute as the contractor. This
insured considerable independence from the FAA, and with guarantees
of immunity except in extreme cases, the program succeeded.
Controllers, pilots, or others can write in or call in an account of a
dangerous situation; often they are reporting errors they have made
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themselves. The FAA cannot then penalize them if they broke Federal
rules or laws (unless criminal activity is involved), though pilots are still
subject to discipline by their airlines. Reports are de-identified almost
immediately (usually in less than four days) after verification contacts
with the person submitting the report. If a pilot breaks a rule but submits
a report regarding it, he cannot be penalized. This, of course, opens the
system to abuse, and it was apparently difficult for the FAA to agree to
this. However, extensive experience with the system indicates that in less
than 10 percent of the enforcement actions based upon known violations
is that action compromised or hindered by the limited waiver of the
disciplinary action.¥’

The fruits of the program seem to be substantial. Reports pour in
about unsafe airport conditions which are then quickly corrected.
Changes in ATC and other types of procedures have been made on the
basis of analysis of the ASRS reports. A staff of veteran flyers (“old
eagles” they call themselves) who have mastered social research tech-
niques (a proper sequence; it would be harder to teach a researcher about
flying) write informative reports on topics such as controlled flight into
terrain, distractions, inflight emergencies, communication problems, and
so on. We learn that, relying on the ASRS reports alone, there are two
potential collisions every day involving air carriers.4$

Hall and Hecht note that 48 percent of the reports are submitted by
pilots, 44 percent by controllers.* (The number of controller reports rose
sharply just before the controllers’ strike in 1981, and dropped even
more sharply afterwards. Some suggested that the rise indicated they
were using the system to build a case for changes, others suggested it was
for disruptive purposes. The drop-off could be due simply to the exces-
sive workload during and after the strike.) As is true of all accident re-
porting systems, this is clearly a “political” data source in some respects,
but neither I nor others involved find any reason to doubt its overall
accuracy. Indeed, the extent of mea culpa in the reports is striking, as is
the objectivity of the analysis. Once de-identified, a report is part of the
public record. I have used these reports to a limited extent myself to
investigate incidents where airline management was somehow involved;
the cooperation of the ASRS was exceptional..

It would be extremely beneficial if such a virtually anonymous system
were in operation for the nuclear power industry and the marine trans-
port industry. :
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CHAPTER 6

Marine Accidents

Introduction

Marine accidents bring us to a wider system than we have had to encoun-
ter so far. It is a fascinating country, and in our tour, we will encounter a
frying pan that destroys a luxury liner in hours, captains playing “chicken”
in sea lanes with forty ships about, “radar assisted collisions,” monu-
mental storms, tugboats blocking radio channels by playing Johnny Cash
music, and tankers over a city-block-long negotiating channels only two
feet deeper than they are. In the midst of these calamities are owners
egging their captains on and insurance companies that fail to inspect the
ships but shout “stop the carnage.” On the side sits the Coast Guard,
charged with safety in U.S. inland and coastal waters but understaffed
and underbudgeted. The Coast Guard operates vessels too, but these
appear to run aground or collide for no good reason just as often as the
Exxon tankers or the cargo ships of the Greek magnates. Also on the
sidelines is the National Transportation Safety Board, this time its Ma-
rine Board, investigating and hectoring. The Coast Guard and the NTSB
write many of the reports we will draw upon. In the face of the carnage—
a ship a day lost—they carry on ineffectually about excessive speed, fail-
ure to use safety equipment, and endlessly cite violations of rules and
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regulations so complex that even the lawyers for the shipping companies
cannot figure them out.

That collisions, groundings, and tanker explosions occur for no good
reason is the central paradox we will deal with. There would seem to be
every reason for the accident rate to decline, instead of rising, as it has,
since ships are equipped with technological marvels from collision
avoidance devices to satellite navigation systems, carry larger and more
expensive cargo, cost more to build, and are increasingly subject to na-
tional and international regulation. There would seem to be adequate
economic incentives, adequate technology, and perhaps the basis for ef-
fective regulation. None of these turn out to be true. A loss rate of a ship
a day proves to be about as risky, for the owners, as smoking. Those
among us who still smoke will note that we do not count that risk as
excessive. The owner has only a 17 percent chance that his or her ship
will drop dead before its alloted time, and in a boom or bust industry
that is not much incentive for safety. The technology has simply raised
production pressures, increasing efficiency, as narrowly measured, but
not reducing the social costs. Regulation succumbs to economic and na-
tionalistic pressures, and is highly ineffective.

There are substantial costs to this state of affairs, from the consumer
who pays the cost of accidents in higher prices, to the seamen who pay it
with their lives, and most of all to the people of the earth who suffer the
risk of toxic spills, gigantic explosions, and massive pollution. The death
of the ocean by oil pollution, first prophesied at the end of World War I,
will certainly be speeded up when 400,000 tons of oil are let loose from -
one wrecked tanker. It is no consolation that the greatest pollution threat
is said to be not from the accidents, but from the daily slop of careless
loading and unloading, washing out tanks, whether legally or illegally,
and small leaks from machinery. Only 10 percent of the pollution caused
by tankers is estimated to come from accidents, but that amount, as well
as the other 90 percent, is well worth worrying about.!

Tankers carrying liquefied natural gas (LNG) have the capacity to
blow up a part of a city, just as the explosion of two ammunition ships
after a collision in Halifax Harbor during World War I destroyed two-
thirds of the town and killed 1,600 people. (The Great San Francisco
Earthquake, a decade earlier, killed only 452.) Some tankers resemble
floating chemical storage plants with dangerous chemicals being main-
tained at delicate temperatures and pressures. A fair bit of the world’s
sulfuric acid, vinylidene chloride, acetaldehyde, and trichloroethylene,
etc. moves by tankers, virtually unregulated, and often old, in poor con-
dition, poorly designed for their cargo, traveling through winter storms.
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One wonders if these toxic chemicals, even if essential to the industrial-
ized countries, must be moved so ch=aply and dangerously. If a freighter
with hazardous cargo compounds siriks, and a storm breaks the contain-
ers, a disaster with 25 tons of mercury compounds will follow. This
happened off the coast of Uruguay; the Tagnari sank in 1971. The wreck
was not raised, despite the cargo, because the cost of recovery would
have been more than the salvage value, so it was left to break up. It broke
up in 1978. Villages had to be moved inland; thousands of dead marine
animals were swept up on the beaches, and the red tide that formed
killed more animals and apparently some of the people.2 Even with the
best of care we have cause for worry. In one frightening study by the
Coast Guard, a computer simulation of the effects of a tank rupture 2
meters in diameter for fifteen hazardous chemicals stored at dockside
produced alarming casualties. A relatively small tank of chlorine, a high-
ly volatile and toxic chemical that boils at —29° E, ruptured at Coney
Island docks, was predicted to kill 75,050 people outright; in Los Ange-
les, where the population density is much lower, there would be 18,740
deaths.? Such a catastrophe is not a remote possibility in the next thirty
years. Thus, irrespective of the financial costs to the industry, marine
accidents have enormous public costs.

Although it is obvious that there is a great problem, it is not clear that
any of the usual solutions such as better inspection, training, equipment,
personnel, or international policing agencies will make much difference.
The problem, it seems to me, lies in the type of system that exists. I will
call it an “error-inducing” system; the configuration of its many compo-
nents induces errors and defeats attempts at error reduction. Discrete
attempts to correct this or that will be defeated by something else; only a
wholesale reconfiguration could make the parts fit together in an error-
neutral or error-avoiding manner. Despite problems with specific parts
or units of the airline and airways system, the components of that system
reinforced a safety perspective. In fact, even if one wanted to, it would be
hard to restructure that system to make it error-inducing. The pilots’
union, the flying congressmen, the easy identification of victims and
perpetrators and the easy access to courts, the “elasticity of demand” for
the service (enough people can avoid DC-10s or avoid air travel as a
whole for at least a short time to have an economic impact), the federal
presence and experience with international controls, and even the volun-
tary reporting system—all these conspire, so to speak, to promote safety.
Even deregulation is likely to cause only a slight decline in safety.

Much of the marine system is perversely inverted. The identifiable
victims are primarily low status, unorganized or poorly organized sea-
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men; the third-party victims of pollution and toxic spills are anonymous,
random, and the effects delayed. Elites do not sail on Liberian tankers.
The marine courts exist to establish legal liability and settle material
claims, not to investigate the cause of accidents and compensate seamen.
Shippers do not avoid risky “bottoms” but pick the cheapest and most
convenient, and cannot choose to stop shipping for a time because the
last cargo was lost. The federal presence is minor and appears inept in
the United States; its major impact is to subsidize the shipbuilding and
the shipping industry of the U.S. It sets standards for those ships that
want to use our ports, but the United States ranks fourteenth among
-nations in ship safety, so the standards cannot be very high. And finally,
the only international association concerned with safety is advisory and
concerned primarily with nationalist economic goals.

I do not see any single failure as responsible for an error-inducing
system such as this. Socialist countries are a part of this system, so pri-
vate profits are not the primary cause of the rise in accidents and the
increase risk of creating third-party victims. Our domestic chemical in-
dustry is run on private profits, but while hardly error-free, is not error-
inducing. Production pressures are very high in the marine system, but
they exist in other systems where they are moderated by units and sub-
systems that can establish responsibility and enforce accountability. Na-
tionalism might explain a great deal, but not the behavior of U.S. ships
in U.S. waters that appear to go out of their way to collide. The insurance
industry is a passive contributor, passing on the costs to the final con-
sumer, but insurance plays the same role in many other systems that are
error-neutral or error-avoiding (construction, petrochemicals, precious
gems). The rederal presence, in terms of research, licensing, inspection,
regulation, and sanctioning is just as weak or spotty in many other areas
where there is some risk, at least to first-party participants, such as
sports, recreational activities, and housing developments where natural
hazards are probable (earthquake zones, lands subject to flooding, hurri-
canes, or tornadoes). But these “systems,” if we may stretch the concept,
are not error-inducing.

Rather, it seems to be the combination of system components that
promotes error inducement, such that improving or changing any one
component will either be impossible because some others will not coop-
erate, or inconsequential because some others will be allowed more vig-
orous expression. The safe, well-designed, Shell tanker can still be
rammed by an itinerant cargo ship with a long list of violations; better
radio communication can mean less communication because of the chat-
ter; collision avoidance systems are swamped by higher speeds; larger
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tankers, which would reduce occasions for arrivals and departures where
the biggest dangers lie, mean more and bigger explosions because of mys-
terious processes inside the huge tanks—as Shell found.

In an error-inducing system the tendency to attribute blame to opera-
tor error is particularly prominent. Such studies as there are all report
operator error as the cause of 80 percent or more of the marine accidents.
We have learned to be suspicious of this in other systems, and the ma-
rine system is no exception. Yet it is abundantly evident to me, from
reading some 200 detailed accounts of marine accidents, that operator
error does abound. Captains simply zig when they should have zagged,
and take risks that even high procluction pressures would not counte-
nance. I think this may be associated with the special nature of error-
inducing systems. Risky behavior is often attributed to the “traditions of
the sea,” including that of risk acceptance. Granted that fearsome envi-
ronment is no place for an officer averse to risks, but does “tradition”
really explain much?

Consider instead that this is a system where incidents (failures that do
not lead to subsystem or system failure) are higher than in any other that
we shall encounter, with the exception of underground mining. Yet acci-
dents are really quite rare for any one officer or ship. This means that
recovery is almost always possible. If this is the crew’s perception then it
does not matter that much whether their decision is very carefully con-
sidered, their attentiveness is always high, whether they prudently as-
sume that the other ship might do the wrong or unexpected thing, or
whether every piece of equipment is up to standard and well maintained.
We shall encounter frequent examples of all these failings, but I find it
hard to believe that ship officers are somehow or other more deficient
than the operators of other systems in intelligence, attentiveness, skill,
and concern for their own safety. Since they come up against many more
problems than operators of other systems and almost always come
through them with no damages or only minor damages, when they do
have a major accident observers will easily see them as having taken too
many risks or as behaving stupidly. The plethora of problems they en-
counter stem from an error-inducing system, where, for example, some
ships will not spend a few thousand dollars on a simple navigational aid
(Loran), and others will spend hundreds of thousands on equipment that
enables them to take ever bigger risks—and creates the expectation they
will take those risks.

Considered in this light, we still have no choice but to call many errors
unforced in the immediate sense; the officers or crew should have known
better. But rather than 80 percent operator errors, I would make the wild
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guess that about 40 percent of the accidents have unforced operator er-
rors as their source. (These would be component failure accidents in our
scheme, with the operator being the component that failed.) Perhaps 5 to
10 percent of accidents are system accidents. Forced operator errors and
other sources of simple component failure accidents would account for
the rest. The occasions for forced errors are worth mentioning here: a
captain can be on duty for forty-eight continuous hours; a fourteen-hour
day for a mate on a coastal voyage is not uncommon, and the risks as
well as the demands are higher on coastal than oceanic voyages; the
communication problems are immense, on the bridge and between ships,
since the native language of so many officers and crew is not shared by
other officers and crews—personnel often come from Pakistan, India,
China, Greece, Turkey, the Philippines and Indochina, and the official
language, English, is garbled indeed; the ships sail with faulty and dan-
gerous equipment; captains are fined for missing schedules regardless of
the weather or traffic; crews rotate every voyage in many cases, and thus
have little incentive to maintain equipment or even to learn how to use it
well, leaving the captain with vulnerable equipment and dwindling re-
sources for recovery from failure. None of these problems can be easily
corrected; each runs up against some other part of the error-inducing
system.

Our complexity and coupling concepts and that of system accidents
will still play a role in the analysis. Some technological fixes on individ-
ual ships had the unanticipated consequence of changing a loosely cou-
pled set of ship interactions to a tightly coupled one, making recovery
more difficult when failures occurred. Interactive complexity will explain
some explosions and collisions. The notion of an error-inducing system
itself is derived from the complexity and coupling concepts. It sees some
aspects as too loosely coupled (the insurance subsystem and shippers),
others as too tightly coupled (shipboard organization); some aspects as
too linear (shipboard organizations again, which are highly centralized
and routinized), others as too complexly interactive (supertankers, and
also the intricate interactions among marine investigations, courts, in-
surance agencies, and shippers).

But in general the system is only moderately coupled; failures appear
to be continuous, but recovery is possible because time constraints are
not all that tight, resources can be redeployed in an ad hoc fashion,
damaged ships can continue their voyage. While there are unanticipated
interactions of failures (complexity), much more of the system is linear
than, say, flying, even though our examples will emphasize both com-
plexity and coupling.
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Though notions of complexity and coupling will help us, the principle
of an error-inducing system is perhaps more important. Ships operate
where most of nature and most of man conspire to ravage them. The
navigation rules have developed to aid the courts in finding fault rather
than aiding the ships in avoiding accidents; production pressures are
often extreme; the working conditions are debilitating (forty lonely years
of boredom and intermittent strain for the captain; worse for the officers,
and still worse for the crew, as we shall see). The equipment is complex
and barely maintained; captains refuse to establish radio contract with a
foreign vessel that is about to hit them because they are foreign (and
won’t understand anyway), while the Japanese shipbuilders constructed
ever-larger tankers but forgot to weld several of the ribs to the sides; and
perhaps above all, though all are important, there is the authoritarian
organizational structure that belies the interdependency and complexlty
of the operators and the system.

And there is nature; wild storms, 70-foot waves, ice-covered decks and
equipment, shifting and narrow channels, suction effects in channels,
atmospheres that can lead you to believe a sound is coming from the
wrong direction or that shut it off altogether, fog so thick you cannot see
the main deck below. Homer was correct; humans tempt the gods when
they plow these green and undulating fields. The very notion of system
accident loses some of its distinctiveness here. There are so many
sources of failure, they are encountered continuously, often as a matter
of course, and become indistinguishable from normal operations much
of the time. It is almost too picky for me to point out that for this
grounding there was deceptive weather, poorly calibrated radar, a wreck
that shifted, a possibly inebriated mate, and a tight schedule, and then
exclaim, “System accident, multiple independent failures!” That’s the
sea.

I will argue that the error-inducing character of the system lies in the
social organization of the personnel aboard ship (and thus our voyage
starts with the captain and the traditions of the sea), the economic pres-
sures operating (raising some questions about risk avoidance and risk
assessment by captains), the structure of the industry and insurance
(leading us to examine system statistics more carefully), and the difficul-
ties of national and international regulation. Then we will examine the
technological developments and attempted fixes, receiving little encour-
agement that the system will be altered by these for the better. One major
example, that of what I will call “noncollision course collisions,” will
raise a problem we have encountered before, the social construction of
reality, or building cognitive models of ambiguous situations. Why do
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two ships that would have passed in the night suddenly turn on one
another and collide? Finally, we will expand our discussion to the larger
system, in this case nations gathering around a shipwreck, dramatically
illustrating not so much the interaction of failures, though that is appar-
ent, but the resistance to solutions in an error-inducing system.

The Captain

Until very recently, ships have always been the preeminently centralized
human system of any size or complexity. By comparison, even military
operations are moderately decentralized, because field commanders
must act at a distance from headquarters and adjust tactics to changing
and unforeseen circumstances. But aboard ship, the captain is in su-
preme command. The captain has a small crew, except in large naval
vessels, permitting personal control and surveillance; he is in charge of a
single system that cannot easily be “decoupled” and placed under split
control. It is a manageable system, for a single authority, even if the ship
is four football fields long. Strong traditions support the centralized con-
trol, and our language makes liberal use of the term “captain” in a vari-
ety of contexts. The only break in this tradition, as discussed below, is in
large tankers where reportedly a management team is replacing the tradi-
tional hierarchy as engineering and navigation become more complex
and important, giving equal power to engineers and electronic
specialists.

With so much riding on one person, it is not surprising that many of
the worst marine disasters stem from incompetent captains. History has
preserved a singular number of examples of unforced operator error. A
sampling follows.

The captain of the Medusa, a French frigate that foundered in 1816
with the loss of 152 persons (most of whom were needlessly lost), was
drunk most of the voyage and ignored the warnings of his officers about
dangerous waters. A famous but wretched painting, The Raft of the
Medusa, hanging in the Louvre, memorializes the tragedy.

A captain of a luxury liner approaching the treacherous Halifax Har-
bor, Nova Scotia, in 1873 refused to look at the charts, misread a shore
light, and went to bed; 560 people perished, and almost none of the
women and children were saved, only male passengers and crew. In 1893
the ironclad monster gunboat H.M.S. Victoria, commanded by a brilliant
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and daring tactician, Sir George Tyron, led a squadron of thirteen ships
into Tripoli harbor. By prearrangement the ships were to execute a man-
uever which his subordinate officers had unsuccessfully questioned,
since it would bring the two flagships, the Victoria and the Camperdown,
both prides of the English fleet, into a collision. The maneuver was car-
ried out and the Victoria went to the bottom with 358 men. The captain
appeared to grasp his mistake only at the last moment, and even after the
collision ordered away rescue boats, not believing his ship would sink.

In 1904 an excursion vessel (the General Slocum), with 1,500 passen-
gers, caught fire in New York harbor. The captain, already notorious for
earlier navigational blunders, did not beach the boat on the nearby land,
but headed into the windy sound for a distant rocky island. The head-
wind not only fanned the fire, but sent the flames aft to where the passen-
gers had fled; there they found rotted life preservers and the crew found
the fire hoses rotted. Rescue was difficult on the rocky island coast, and
over 1,000 perished, almost all of them women and children. Over 1,500
perished in the Titanic disaster in 1912, partly as a result of an overconfi-
dent captain imperturbably sailing into a field of icebergs at night, think-
ing he had an unsinkable ship. An iceberg sliced open five watertight
compartments; the designers had assumed that no more than three could
ever be damaged at once.* As we shall see, captains have not changed
much in modern times.

These systems, then, are somewhat unique in our collection since one
person, the captain or his delegate, can wreak so much havoc. Perhaps
for this reason the attribution of “operator error” or “human error” is
higher in this than other systems. If one person has unquestioned, abso-
lute authority over a system, a human error by that person will not be
checked by others. Airline pilots are also “captains™ and have ultimate
control, but the second-in-command is called a “co-pilot,” not a “mate,”
and has more responsibility than the first mate on a ship. In an air crash
in Japan in 1982 a co-pilot tried to jerk the controls away from a mal-
functioning captain, but this is unusual. Generally, co-pilots and pilots
seem to be in agreement, even when both are wrong. They check each
other’s interpretations of anomalous circumstances. But it is not unusual
for a deck officer to remain aghast and silent while his captain grounds
the ship or collides with another.

Centralized control over a small number of personnel in one work
location is not all that unusual as organizations go—think of professional
sports teams, orchestra conductors, monasteries, and so on. But these
cases do not encounter one unique problem that faces the captain: If the
system suddenly expands to include another ship, who is to be in charge
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of the new system? One of the more baffling and stubborn problems in
marine systems is the refusal of ships to cooperate with one another
when in imminent danger of collision. It is as if the power and authority
of the captain of one vessel is challenged by the power of the captain of
another when these systems are suddenly joined into one. Neither cap-
tain is now in charge, and the subsystems are tightly coupled in an un-
planned interaction. The complicated and ambiguous rules of the road
do not solve the dilemma. In the airways, the ground controller is in
charge of an imminent collision; in the error-inducing marine system,
the authoritarian role, thought functional for ship emergencies, is dys-
functional for inter-ship emergencies.

Production Pressures

Ship captains may exhibit more clearly than most occupational roles the
problem discussed by economists in the area of “risk homeostasis.”> The
theory is that people have a taste for risks, so if you make the activity
safer, they will just make it riskier, by doing it faster, or in the dark, or
without a safety device. The theory is extremely simplistic and the data
hardly support it.¢ It appears to work only for some exotic and special-
ized activities such as auto-racing or mountain climbing, and even here,
other variables are possibly more important. However, if we remove the
disabling assumption that risky behavior is a function of the preferences
of the individual at risk—the automobile driver, or mountain climber—
and replace it with an analysis of the system in which the behavior oc-
curs, it becomes more interesting. The ruling preferences may belong to
those who control the system but are not personally at risk.

For example, one story that makes the rounds, though I have never
seen it documented, is that when better braking devices were put on large
trucks to reduce the dangers of brake failures on long hills, the number of
such accidents did not decline. The devices certainly worked, but “work-
ing” meant that drivers were then able to go even faster on the long
downgrades, because they had the extra margin of safety. They either
exceeded the new limits on brake failures, or exceeded the limits on
vehicle stability. I believe that story, but not because I suspect that truck
drivers have been itching to hurtle down the great downgrades of the
country’s interstates at exciting speeds, but because going faster means
more money to them if they own their rigs, or less hassle from the boss if
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they do not. The safety devices allows them to increase their income, or
to keep their jobs when production pressures rise as safety devices are
added.

Given these very real and reasonable pressures, the problem is not the
psychology of the driver, but the failure of designers and engineers to
produce a reasonably priced fail-safe device for braking, or more stable
rigs. The truckers do not want to use low gears and crawl down the other
side of the Donner Summit, they want to go as fast as the turns and the
highway patrol will allow them. Granted there are irresponsible drivers
(irresponsible to themselves and their families as well as to third-party
victims), just as all of us are irresponsible at times. But the work truckers
do puts even irresponsible drivers in a situation where irresponsibility
will have graver consequences than it does for most of us. Again, it is the
system that must be analyzed, not the individuals. How should this sys-
tem be designed to reduce the probability or limit the consequences of
situations where irresponsibility can have an effect?

The role of engineered safety devices, production pressures, and risk is
similar for merchant ship captains. There has been an extensive increase
in the safety devices aboard ships over the decades, especially with the
widespread use of radar and other electronic navigation devices since the
1950s. But a director of Shell International Marine Limited, and a cap-
tain, is not so impressed by the results. He writes:

Instruments for course keeping, position finding, depth recording, have all
improved very considerably over the last several years and the twin radar sets
now commonly fitted in tankers mean that there is data readily available on
the position of all other vessels in contact, regardless of visibility; yet ships
continue to collide, to strand and occasionally to founder, It appears that one
must conclude that improve instrumentation is being used to enable naviga-
tors to prosecute their voyage with greater economical efficiency, and certainly
with greater ease, but the risk per ship would seem to remain about constant.’

By carefully choosing his words, greater economic efficiency and
greater ease, the writer appears to distribute the blame between the
owner and the captain—efficiency for the owner means more profit, ease
for the captain means less work. I will assume the latter motive does
exist; it is rather widespread in the world. But there is also no question,
from the accounts of accidents and the general literature, that the motive
of profit certainly exists. A captain can save his owner’s money, and
perhaps get financial rewards as a consequence, by not using a pilot in
waters where it is optional, or not calling for tug assistance. More impor-
tant, if a tanker misses a high tide, it may lay about outside the harbor
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for four days, waiting for a high enough one, at a cost of seventy thou-
sand dollars a day when the demand for oil is high. (In the mid-1970s a
tanker’s two-month run from the Persian Gulf to Rotterdam and back
could bring a profit of $4 million.) Captains are judged on their ability to
keep to schedules; the pressure of tight schedules is great. A ship is capi-
tal afloat, and profits are not regulated as they are in the utility industry.
As with all modern industrial activities, the money is to be made by
keeping it working,

The evidence for economic pressures is not, by its very nature, easy to
come by. In the accident reports of the Coast Guard and the NTSB such
considerations are treated very gingerly; they could hardly come up with
recommendations to be written into our maritime laws that owners shall
not be greedy, so it is hardly worth conjecturing about it. Owners can
easily dispute any such charges, and would be expected to do so: “We
never told him to run a risk like that; our regulations are clear that safety
comes first.” Yet we may infer these pressures from some of the ex-
tended accounts of accidents to be given later in the chapter.

Meanwhile, however, there is evidence of a sort from a survey of mari-
ners conducted for a National Research Council panel studying “Human
Error in Merchant Marine Safety.” The National Research Council
(NRCQ) is the research arm of the National Academy of Sciences, a pro-
fessional organization of scientists that works quite closely with various
branches of the federal government, especially the military, but also in
other areas. In 1974 the panel commissioned interviews with 153 seago-
ing personnel, and then commissioned a questionnaire that was mailed
to over a thousand seamen; the response rate was quite low, 25 percent,
but there were 359 questionnaires returned in addition to the 153 inter-
views. It is limited, but still the best body of survey information I know
of on the marine environment.

The results concerning economic pressures that result in risk taking are
quite unambiguous. “The ability to make schedules is viewed by the
largest group of respondents as the single most important factor in a

- company’s evaluation of a captain’s performance.”® When asked how
often a captain could refuse to take a ship out or delay sailing without
trouble from the front office, 38 percent said seldom, or one to three
times, without getting into trouble; 26 percent said it depended on the
situation; and 23 percent said it was up to the captain. The question was
an open-ended one—they did not check alternatives, but wrote in their
answer—which makes interpretation difficult, but over a third appeared
to indicate that refusal to sail in bad weather or with a faulty ship would
bring strong censure. In addition, those who said “it depends” could
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have meant, “It depends upon how much pressure might be put on the
captain.”

When asked how the company fieels about meeting schedules in poor
conditions, one half said that there was strong pressure to meet sched-
ules, despite conditions. Eight-seven percent agreed that a captain must
do all in his power to meet an expected time of arrival (ETA, a watch-
word in the industry); 52 percent agreed that calculated risks are part of
the game and should be treated as an operational expense;, and 75 per-
cent agreed that scheduling ships to ports with minimum tolerance for
maneuverability is in the nature of such a calculated risk.® One example
of minimum tolerances for maneuverability occurs when ships a city
block long go into port with only two feet under their keel, with highly
unpredictable suction effects and a virtual complete loss of maneuver-
ability. Using the concepts from Chapter 3, this increases the time-de-
pendent nature of the system and reduces the slack available (tighter
coupling), and through increased proximity, brings into play poorly un-
derstood processes (the suction and bank effects), which rely upon indi-
rect or inferential information sources (thus, more complex interactions
are fostered).

Fully 99.6 percent of the questionnaire respondents who had sea expe-
rience said they had sailed on a ship that they personally knew was
unseaworthy. Granted there may be some exaggeration here, but 99.6
percent is an impressive figure, suggesting strong commercial pressures
that overcome safety considerations.

The interviews supported the above questionnaire data. Some quotes:

When the X suffered severe cargo damage, the captain slowed down in heavy
seas. He was fined because he did not make the schedule. If there is a guaran-
teed cargo delivery, there is bound to be hull damage.

Sometimes a shore person [such as the representative of an owner or charterer]
will suggest we sail with no tugs or sail in limited visibility. This reduces his
port operating expenses. The young captains are more subject to this pressure
because they don’t know how much water the company official draws, If we
come into an anchorage in fog, his budget gets an expense of a launch and
reliefs.

A company dropped a safety program in 1969 which offered a good bonus to
tugs and crews with the least accident claims. It was observed that the result
was decreased productivity, slowdown in task completion, the desire to opt for
less hazardous jobs, to tow upriver rather than carry a big floating crane, etc.!°

Consider the following accident. Like all the examples I will use it
involves a variety of failures, but economic pressure is clearly important
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in this case. An experienced, meticulous captain of a large tanker chose
to take a less safe, but more direct route to Angle Bay, British Petro-
leum’s deep-water terminal on the western tip of Wales. He would save
about six hours by passing through the Scilly Islands; the normal route
avoids them. He had been informed by British Petroleum’s agent that if
he did not reach Milford Haven, at the entrance to Angle Bay, in time to
catch high water, he would have to wait five days because of the consid-
erable fluctuation of the tides. As it was, he figured he needed to arrive
four hours early to shift cargo in the calm waters off Milford Haven. At
‘sea, to reduce drag, more oil was in the midship tanks than the fore and
aft tanks; thus the tanker drew 52 feet 4 inches at the deepest part of the
hull. This was too deep a draft to make it into the harbor even at high -
tide, so some oil had to be pumped from the midship tanks to the fore
and aft ones. This would save two inches! (One wonders what happens if
they miss the precise center of the channel, or if there is a swell that
might raise and lower the monster four inches.)

Why did the captain insist on transferring the cargo in calm waters
rather than on the voyage in, when the latter would save him four hours?
There is a risk of spilling the oil at sea, the captain apparently said. This
explanation was treated with open amusement by the chairman of the
board of inquiry. “He didn’t want to dirty his deck, to come into port
looking sloppy,” he said after the hearing to reporters.!! Whatever the
explanation, it seems that the four hours saved would not be sufficient to
meet the tide.

The captain decided to pass through the Scilly Islands, a rash of sand-
spits and rocks comprising forty-eight tiny islands. Four are inhabited,
mostly by fishermen, and there have been 257 wrecks there between
1679 and 1933. Tales of false lights and plundered ships abound. Edward
Cowan, in his lively tale, Oil and Water, notes that the following petition
has been attributed to the Reverend John Troutbeck, a chaplain in the
Scillies in the later eighteenth century:

We pray thee, O Lord, not that wrecks should happen, but if wrecks do happen
Thou wilt guide them into the Scilly Isles for the benefit of the poor
inhabitants.!2

Navigation in the passage the captain took, in good weather, even at
night, is “perfectly simple” as long as one’s position is frequently
checked, says the navigator’s bible, the Channel Pilot. But in the “per-
fectly simple” passage, he came across fishing boats (which one would
expect to meet on occasion) and was unable to make his final turn to
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avoid some underwater rocks just when he wanted to; unfortunately, in
his rush he was making full speed in the channel. Six minutes later, after
another bearing was taken, he realized he had overshot the channel.
When the helmsman received the order to come hard left on the wheel,
nothing happened. The captain had forgotten to take it off automatic the
last time he turned it himself. He then threw the switch to manual so it
could be turned and helped the helmsman turn the wheel, but it was too
late. The Torrey Canyon dumped its cargo of 100,000 tons of oil over the
coastlines bordering the English Channel.

The accident involves the usual number of “if only” statements. If the
captain had not forgotten to put the helm on manual, they might have
turned in time; if the fishing boats had not been out that day, he could
have made his turn earlier; if he had prudently slowed down once he saw
the boats, he could have turned more sharply; once deciding to risk going
through the Scilly Islands, he used a peculiar passage through them, and
another might have been safer (even faster), and so on. We simply don’t
know why he did various things, and we do not, of course, know whether
we should believe his explanations even if we had them. Production
pressures are clearly present, however. They contributed to a decision
that increased the proximity of subsystems and reduced the amount of
slack available, moving it towards the complex, tightly coupled cell of
our Interactive/Coupling chart.

Accident Statistics and Insurance

There were 71,129 ships in service worldwide in 1979, and 400 of these
were lost, giving a probability that any one would be lost of 560 X 10
(560 in 100,000, the equivalent of 5.6 in 1,000).!3 In 1979, the rate at
which ships were lost was about the same as the rate at which individual
smokers could expect to die from smoking (500 X 10). (Lloyds does not
give the number of lives lost; some countries may not have reported it. If
all were lost on a ship there might be about thirty-five deaths; many total
losses do not involve any loss of lives.) I roughly calculate that each ship
can expect to go about six lifetimes before it is a loss, assuming a ship is
good for thirty years. A firm with six ships, that will last an average of
thirty years, will expect to have one complete loss every thirty years,
That may not be much.

The United States has a small fleet, but it lost twenty-one vessels of
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over 100-gross tons (about a 60-foot vessel) in 1973; its rate of loss in
1974 was 14th in the world. We did better than Liberia, Greece, Italy,
and Panama, but far worse than the USSR, England, Japan, France,
Germany, Netherlands, Norway, and Sweden. The statistics are getting
worse. The average number of ship accidents per year has been rising for
decades. From 1970 to 1979 those involving only commercial vessels in
U.S. waters rose 7 percent annually—from 2,582 to 4,665. The 1979
figures are 81 percent higher than the 1970 figures. The ton-miles also
rose, but only by 6 percent a year; the 1979 figure was only 33 percent
higher than the 1970 figure, going from 306 billion ton-miles to 409
billion. The best measure, the accident rate per ton-mile, increased 74
percent over the decade.!4

During this time a number of technological innovations were intro-
duced to reduce accidents—more widespread use of radar, some limited
Vessel Traffic Services (VTS), which is something like an Air Traffic
Control system, and stiffer requirements regarding equipment and navi-
gation rules. Cargo, vessel, and property losses for 1974 were estimated
at $155 billion, worldwide. Surely one would think it would either be in
the interests of the owners, or in the interests of the insurance compa-
nies, to reduce this staggering loss as much as possible. The NTSB, or
Safety Board, investigated eighty-two marine accidents in the eleven
years from 1970 through 1980. From this small sample of accidents (but
these were the most important ones), it tried to stem the tide by sending
640 marine safety recommendations to federal agencies, pilot associa-
tions, and maritime organizations.* Issuing eighty recommendations a
year to various groups was certainly a heroic effort but, judging from the
rise in accidents, was probably ineffectual.

One important element in this error-inducing system is the presence of
production pressures (though by itself this is an insufficient explanation,
since comparatively error-free systems also have such pressures). If one-
half, or even only one-quarter of the accidents were associated with pro-
duction pressures, there would seem to be an incentive to reduce them.
Why don’t owners and insurance firms at least stabilize the loss rate, if
not turn it around, by insisting on caution even at the expense of produc-
tivity? It would seem to be in their economic interests to do so. Efforts to
answer this question have been discouraging, and what follows is specu-
lation on my part.

There are a large number of ship owners and ship charterers; this
makes experienced-based insurance fees hard to determine. If you have

*NTSB. Special Study: Major Marine Collisions and Effects of Preventive Recommenda-
tions. MSS-81-1, 9 September 1981.
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only a few ships, and none has had an accident in ten years, should your
rate go down because you have done so well? No. There is not enough
experience upon which to base a rate reduction. Since a ship has only a
small chance of experiencing a devastating accident in its lifetime of
thirty years, say a 17 percent chance, we would not expect a firm with six
ships to have an accident for perhaps twenty to thirty years. (The per-
centage of tonnage lost each year in the United States has run between
0.2 and 0.3 percent. It would take over 100 years of operation with the
same number of ships to lose between 20 and 30 percent of the ships.)
Well, if you can’t tell with the small firms, how about the large firms,
particularly the tanker fleets. Shell is likely to have hundreds of tankers at
any one time. We can construct an experience rating for them, but we
can neither apply it to the small firm nor know whether it is high or low
for the large ones. We could wait, over the years, and see whether some
large firms drop their accident rate and others do not, but for compara-
tively rare events that are likely to fluctuate with numerous variables, it
must be hard to set experience ratings. For example, with the worldwide
recession, the number of tankers at sea must have dropped precipitously.
So the accident rate per sailing must be reinterpreted. The accident rate
per ton mile is a good measure for the overall problem, but not for a
company that ships short distances, has many more landings and sail-
ings, and thus more exposure to risk.

Marine insurers do insure each ship, or type of ship in many cases,
individually, and do give different rates to different companies, presum-
ably based upon some kind of performance rating. But due to the low
probabilities involved, these differential rates must be difficult to estab-
lish in a way that would reward careful owners and penalize incautious
ones. An English organization, the Nautical Institute, in a memorandum
published by Lloyds of London, expresses concern over present survey
(inspection) procedures, classification of vessels for insurance purposes,
and the practice of limiting liability for damage to others to a figure
based solely upon the size of the ship. The following plaintive quote
suggests the disorder of the insurance practices: “Marine insurers and
charterers should be required to inspect tonnage [ships] they underwrite
and hire.” 15 In another context, the Nautical Institute finds it necessary
to admonish that “insurers should . . . conduct conditions surveys before
underwriting.” If insurance practices do not require inspection of ships,
they quite possibly do not reflect in any reasonable way the safety experi-
ence of the owners (which would be difficult in any case, due to the
fragmentation of the industry and the low probability of total losses).
Thus the industry itself might take a substantial share of blame for the
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following summary, from the Nautical Institute’s important and widely
discussed memorandum:

This study indicates an unnecessary and excessive loss of life at sea, of ships,
and cargoes, and an increasing potential danger to the marine environment. In
addition the effect of the rising level of gross tonnage lost, resulting in higher
cost of goods and services, places an unacceptably high financial burden on the
public.!¢

As a consequence, I suspect that a ship’s performance has little to do
with its insurance rates. If this is the case, there is little incentive to
reduce production pressures or increase expenditures on safety. The in-
ternational consortium that tries to deal with these matters, the United
Nations’ Intergovernment Maritime Consultative Organization (IMCO),
“has been regarded by many people . .. as a forum dominated by ship-
owners who want to minimize their capital outlay and operating costs
despite the greater risk of chronic pollution and accidents.” 1’

The direct economic costs of accidents, then, are borne by the ultimate
clients of the system—those who buy the shipped goods. If insurance
rates go up, the charges go up with them. A large company may expect to
save some money by reducing the number of accidents, since insurance
probably does not cover all the associated costs, but the savings is not
likely to be great, and the frequency of accidents for even a large company
will be small. Marine insurance rates are not rapidly rising since the
industry is competitive and fragmented, so that the increment to the
final consumer of higher insurance rates is trivial in each purchase and
certainly hidden and consumers are not outraged. Considering that lives
are lost and the seas are polluted in the process, one could wish for a
better final accounting, but we are not likely to have it.

Furthermore, as an example of its error-inducing character, marine
transport is a system in which safety behavior is hard to enforce. Cap-
tains are not under surveillance; ships’ logs can have false entries, and it
seems everyone has resisted the installation of the equivalent of aircraft
“flight recorders.” Storm intensity must be judged by the captain. The
shipowners, then, are likely to mistrust the captain’s report of dangers
and hazards that required extra trip time; indeed, they fine them over
their protests. This is in marked contrast to air transport, where numer-
ous independent measures of weather difficulties, crowded airlanes and
airports, and mechanical difficulties exist. The airlines can “trust™ their
pilots, or rather, do not have to trust them; they can have independent
verification of causes of delay. Even trucking has a better information
and surveillance system than marine transport. Shipowners probably feel
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that a missed expected time of arrival is due to the captain maximizing
his comfort rather than their interests.

It is possible that shipowners, then, are operating in a system (which
includes the presumably ineffective insurers) that encourages them to
force captains to increase complexity and tight coupling beyond the ex-
tent to which it would otherwise be necessary. The matter is complex,
and I will not go into a full discussion of it here. But one outcome could
be that owners, whose expenditures for both insurance and accident
losses only imperfectly reflect safety efforts, seek to maximize efficiency
by using as a substitute for surveillance and supervision of ship officers a
very rough measure of level of accidents. That is, as long as a captain
meets the production level expected, no action is taken even if it is
known that he takes large risks to do so. If the captain falls below this
production level, pressure is increased. If the result is an accident, the
captain is blamed, and penalized through fines or dismissal. The rest of
the system cooperates by attributing 80 percent of the accidents to hu-
man error.

If this is reasonable, it supports the argument that the marine system is
error-inducing. The surveillance of captains, and rewards and punish-
ments for captains, and the financial incentives to owners, charterers,
and insurers, along with other factors we shall discuss such as the weather
and the international character of the system, do not encourage safety
and indeed encourage risk. The encouragement of risk induces the own-
ers and operators of the system to discard the elements of linearity and
loose coupling that do exist, and to increase complexity and tight cou-
pling. To some degree this discarcing of intrinsic safety features occurs in
all systems, but it appears to me to be far more prevalent in the marine
system than in, say, nuclear power production and chemical production.
1 think the difference lies in the technological and environmental aspects
of the system (fewer fixes available and a more severe environment), in
its social organization (authority structure), and its catastrophic potential
(which is less in the marine case, thus inviting less public intervention).

Incidently, the captain might have good reason to maximize comfort
rather than the owner’s interests. Captains complain about long hours
involved with entering ports, unloading, loading and leaving, since the
whole is one continuous operation. Ships rarely lay over long in port
anymore. “I have been up for forty-eight hours continuously piloting,
docking, and undocking,” said one master in an interview. A record was
kept for a twelve-day coastal vovage of a small tanker. The chief mate
worked an average of fourteen hours a day; several of the other officers
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worked twelve or more hours a day (the captain was not observed).!®
Large tankers in 1973 cost between $6,000 and $8,000 a day to run, and
$30,000 to $50,000 a day if depreciation and other book costs are added.
Thus they are expected to be at sea 340 days of the year, with only 25 in
port for loading and unloading. Crews are often changed by helicopter,
and supplies dropped by helicopter as they round the South African
Cape. Shell Oil once calculated that cutting one hour in port on the
13,000 or so port calls its tankers make in a year could save $2.5 million
a year.!® One can imagine that the captain and the crew are hard driven
under such circumstances during the turnaround. The turnaround is also
the most dangerous part of the voyage. The use of a tug or a pilot might
well be a desirable luxury for the captain. The captain, then, might have
reason to avoid the hard work and strain of the production pressures,
and the owners reason to suspect he will and therefore are likely to use
sanctions.

Safety requirements are also hard to enforce because of the interna-
tional system. The marine world does not take kindly to international
regulation, though passing agreements and rules of the road go back for
centuries. It is not a system that breeds cooperation. Captains are mas-
ters of their fate and do not want their freedom impinged by another
captain; nations are similar. Nations have little experience with national
regulatory systems in the marine world; most have only a few ports, and
these are visited by foreigners as well as nationals. In contrast, the air
transport system was regulated from the beginning by each nation be-
cause the planes fly primarily within the nation. Pilots and owners grew
up with this regulatory system and made it work. Then it was compara-
tively easy to extend the practices to international contacts. The marine
world has not had this experience; national regulations were minor and
slow to come; international regulations are even less significant. The
United States managed to persuade the IMCO to pass weak rules regard-
. ing segregated ballast systems to reduce the pollution from oil tanker
accidents only by threatening to require this system for all tankers enter-
ing U.S. ports. A weak compromise was worked out.20

The Nautical Institute notes that despite the efforts of this organiza-
tion, “There has been little sign of worldwide improvement to regulate
' safety.” It summarizes another study in this way:

As the Rochdale Report points out, the results of such regimes not infrequently
lead to “a ship” beneficially owned in one country, directly owned by a com-
pany resident in another country, registered under a flag of a third country,
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managed by a company in a fourth country, but on long-term charter to inter-
ests in a fifth country and even sub-chartered to interests in another country.2!

This complexity reflects strenuous efforts of owners and shippers to
avoid the efforts of some countries to impose safety constraints, as well
as to evade tax and other fiscal constraints. The very economics of the
system conspire to induce errors, 1t would seem.

Meanwhile, in the face of international indifference, the Coast Guard
and the National Transportation Safety Board (NTSB) do what they can.
But they can do little in this error-inducing system. The accident reports
of the NTSB are detailed and fascinating. (Some of the titles alone read
like a country-and-western hit ture: “Collision of M/V Stud with the
Southern Pacific Railroad Bridge over the Atchafalaya River, Berwick
Bay, Louisiana.”)?2 But their tone is defensive and hectoring: We made
all these recommendations, and it still goes on; the appropriate agencies
should increase their efforts to havz the international maritime commu-
nity consider this or that. Their recommendations hardly seem to cope
with the economic and other realities of the marine system; rarely do
they inquire into what we have called production pressures, they appear
to avoid the topic of alcoholism doggedly, and they fail to note that no
one can be expected to be alert, wise, foreseeing, and cautious all the
time.

For example, in 1978 a container ship, overtaking a tanker, collided
with it in the Galveston-Houston Ship Channel. There were no injuries,
though the damage was estimated 1o be $1.4 million. The recommenda-
tions were: Don’t allow deep-draft vessels to pass on bends (but the
channel is almost nothing but bends, and vessels have been passing on
them for decades); require the helmsman to inform the navigator that he
has executed the rudder change order, in addition to repeating it as it is
given (this would have been totally inconsequential in the accident);
don’t allow deep-draft vessels to ever meet on bends (this would tie up
traffic forever); require the pilots to tell the captains what maneuvering
agreements they have agreed upon (nice, but inconsequential). What
happened was that the two pilots, with the combined experience of fifty
years, operating in good weather, agreed on a passing. One of them
pulled too close to the other and was going too fast, in retrospect, and
misjudged the closing distance and the responsiveness of the ship.2? It
can happen. It is bound to. The recommendations are futile.

These are huge ships in very narrow channels, sometimes with only a
few feet of water under their keel, subject to “bottom” effects and “bank”
effects and “hull” effects (suctions created by water having to pass
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through very narrow spaces). They are at risk even if the weather is clear.
Unfortunately, they often carry hazardous cargo, and the shore is lined
with loaded chemical barges, tank farms, chemical plants, and human
habitations. The deeper the channels are dredged, the larger the ships
that use them; the more they are widened, the heavier the traffic be-
comes; the better the navigational aids, the faster the ships go.

The NTSB is particularly good at citing the violations of the “rules of
the road,” a compendium of rules that govern international sailing.* But
a survey of mariners tells us just how useful that is. Of those in the
sample responding to the question, fully 29 percent said they had been in
a situation where strict obedience to the rules of the road contributed to a
marine casualty or a near-casualty. Almost half felt justified in violating
the rules of the road to meet normal expectations and operations. A risk
analysis study cited in the report put it this way, contradicting the ritual
findings of the NTSB:

According to court decisions, 99 percent of all collisions are caused by failure
to obey the rules of the road, and no one, not.even an admiralty lawyer, fully
understands the rules and their various legal interpretations. The legal inter-
pretations could not possibly be understood by a master or watch officer who
may have only seconds to decide which rule should be applied to a given set of
circumstances.?

This makes the citing of violation of “rules of the road” somewhat less
than reassuring in the safety reports.

Captain Dickson, of Shell, hints at this when discussing the inade-
quacy of international steering and sailing rules. “It is probably fair to
say,” he writes, that these rules “are regarded by people at sea as very
clear in their application to determine responsibility after a collision but
of dubious value in relation to collision prevention.”2s

I should make it clear that the NTSB and the Coast Guard are work-
ing against very heavy odds—indifferent owners, an international com-
munity of quarreling states, “cowboy” captains who take ridiculous
risks, and a lack of power even, it seems, to extract testimony. In addi-
tion, the budgets of the two agencies have been cut recently, and the
Reagan administration has argued that the services the Coast Guard pro-
vides should be paid for by the shipping companies. (Since a major ser-
vice they provide seamen and the rest of us is forcing the shipping com-
panies to pay attention to safety, this policy is not likely to lower
accident rates.) But while looking at the vastness of the problems in the

*The official title of this United States Coast Guard Publication is Commandant In-
. struction M 16672, 2.
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marine environment, at the interaction of so many interests and worlds,
to cite excessive speed as a problem which captains might be accountable
for or to say they should have been more alert, or used “better judg-
ment,” or to cite the rules of the road, simply does not seem to be appro-
priate. A little investigative reporting into the accidents by looking be-
hind the scenes might do more for marine safety.

For example, in this system, since groups are suing one another and
large damage settlements are involved, the Safety Board can be bold in
its general reccommendations (“be alert,” ‘“‘use the compass,”) but avoid
altogether considering hearsay reports (such as of drunkenness) or even
inferential data, such as the past record of the company or crew. Such
considerations would disturb the parties to the suits associated with acci-
dents, and distract from the matter of who will pay by asking what really
happened. Take the pilot of the Summit Venture that brought down the
Sunshine Skyway Bridge in Tampa Bay on May 9, 1980, and thirty-five
people going across it, all of whom died. He hit a sudden rainsquall
which wiped out his radar (it was “filled with rain return> as they say),
and didn’t see the bridge until it was too late. The NTSB blamed him for
not anchoring, the National Weather Service for not predicting brief and
sudden thunderstorms more accurately in this Gulf city, and faulted the
pier, which should have had a crash wall to handle a bulk carrier two
football fields long.* That is politically safe. But a New York Times story
noted on May 14, 1980, before the Safety Board even met, that the pilot
was involved in seven other reportable incidents in his four years on the
job at Tampa, and one of these was bumping into the same bridge three
months before. The Board’s report never mentioned this information.
Rather than calling for better weather predictions or reinforcing all the
hundreds of bridges in the Gulf area, the Board might have considered
the licensing, review, and sanctioning of pilots. But in an error-inducing
system it is safer to cry operator error or poor weather forecasts; neither
of these targets, nor the bridge pier, will disturb the system. This one
accident cost $31 million and thirty-five lives, third-party victims all.

Kitchen Trivia and Garden Hoses

It is time for some stories. The first of these two accidents will indicate
the simple and human things that can go wrong, and the second, the
complex human and environmental things that can go wrong. From the

*NTSB, MAR-81-3, 10 April 1981.
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trivial to the typhoon, they give us a sense of the range of the problem
that the mariner confronts.

Consider an electric skillet, cooking oil, and the thermostat left on
high. How often has that happened to you, the smell hanging around the
kitchen for hours? It happened on the Italian cruise ship Angelina Lauro
in Charlotte Amalie Harbor, St. Thomas, in the Virgin Islands. Only here
the fire, which started in a large tilting skillet used for deep fries in the
crew’s galley, got into the greasy ducts and thus managed to get through a
fire division bulkhead (safety device) and spread to other concealed
places that did not have sprinklers in them. The responsible personnel
rather botched the firefighting job from the beginning, and the fire detec-
tion and sprinkler system did not work well. Most of the passengers were
ashore, fortunately, and after a few hours the dense smoke forced every-
one from the ship. It burned at the dock for four days, and the ship was
almost totally destroyed.?¢ So much for domestic errors aboard reason-
ably tightly coupled systems.

Far more complicated is what happened to the U.S. Steel Vendor, a
cargo ship plying the rich wartime trade in 1971 in the Pacific. On the
way from its homeport of Houston, Texas, to the Philippine Islands, the
ship had repeated boiler difficulties. The boilers were repaired, but the
trouble kept reappearing. One assistant engineer was discharged in Ma-
nila, apparently following a controversy over equipment repair. Then the
ship left Manila for Vietnam. A typhoon was building up, but the captain
thought it would pass them by. But after three hours at sea, both boilers
lost water rapidly. Rather than turn back, the engineer attempted to re-
pair them at sea. The crew had done this before.

Unfortunately, steam propulsion is a fairly tightly coupled system: at
least one boiler must be working to supply the power to the feed pumps
that fill the boilers. After repairs, the boilers cannot be tested hydrostati-
cally unless the boilers are fired up to drive the steam-driven pumps
needed for testing. But they should be tested before they are fired up.
Thus, a completely separate energy source is needed to fill and test boil-
ers—an electrically-driven pump, capable of being driven from an emer-
gency generator. They didn’t have a working pump of this type; it was
broken, waiting for a part. But even if they had such a pump, they were
soon to lose the emergency generator.

Through jury-rigging and hard work, the boilers were repaired and
placed into operation by the next morning, without testing. Then the
number one generator sustained a major casualty, and the emergency
generator was pressed into service (pressed too hard, it seems, since the
starter broke). The feed pumps also were clogged and various other asso-
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ciated problems occurred. The ship was slowed again. That evening, after
repairs, the ship was up to full speed, confirming the captain’s nerve and
derring-do. The next morning, with the storm rising, both boilers again
were losing water, and the ship was slowed. The boilers were intercon-
nected, and because of the rolling of the ship they could not determine
which boiler had the main leak, or whether one or both of them leaked.
During the previous day’s casualty with the generator, the starter on the
emergency generator had burned out. With the boilers shut down again
there was no regular power; with a broken starter for the emergency
generator, there was no emergency power. The ship was blacked out in a
typhoon.

They finally fabricated a hand crank and got the emergency generator
going five hours later. They then jury-rigged the wash-water pump—used
for bathing—with a garden hose and used it to try to fill the D.C. heater
(a device for preheating the boiler water) with wash water. They secured
(shut off) the port boiler so they could work on it and tried to start the
starboard one, guessing that the port boiler had the worse leaks and
needed the most work. After six hours of fruitless pumping, they realized
that a valve had been left open and the water patiently supplied by the
garden hose was going into the drain space between the double bottomed
hull. Meanwhile, with the port boiler secured, they opened it to inspect
the steam drum, on one end, and the “mud drum” at the other end.
When they opened them they realized the problem was probably hope-
less, because numerous leaky steam tubes were found. They advised the
captain to call for a tow, which he did at 5 p.M. The ship wallowed
helplessly through the stormy night. At 5 A.M. the next morning they
received a reply saying that a tug had been dispatched and would arrive
in two days!

Unfortunately, the position they gave the agents in Manila to relay to
the tug was at least 80 miles off. The ship did not have a Loran naviga-
tion system, which is electronic-—and inexpensive. Instead it had to use
“dead reckoning” since neither the sun nor stars were visible, and had
not been since they left Manila. In dead reckoning, a record is kept of the
speed of the vessel and the direction, and an approximate position is
charted, after correcting for wind and current effects. The typhoon was
building up, and since the wind was coming one way and the current was
going the other way, the captain assumed the two forces cancelled each
other out. But strong winds can not only blow a ship off course but also
change the currents, deflecting them, and the captain did not realize or
recall this.

The vessel was now dead in the water and rolling 35 to 40 degrees (90
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would put the ship on its side) in heavy seas with a force 9 wind (near
hurricane force). Bilge water was sloshing through the engine room.
There was enough emergency power for lighting and some ventilation.
Hand tools used in the more or less continuous repair of the boilers were
sliding across the deck plates in the engine room and were lost in the
bilges, which were overflowing. Sea water was coming in the stacks from
the wind-driven seas and soaking the men and equipment below. One of
the fan motors was shorted out by this. Yet the engineers worked all day
through trying to get the boiler operating.

The men opened the port boiler and crawled into the steam drum to
examine the steam tubes with flashlights. To find the leaks, they filled
each of the tubes with water from the garden hose, after blocking the
other end in the “mud drum.” This test was performed with the ship
gyrating wildly. One bad leak was found, and they assumed this was the
problem, plugged it, and closed up the boiler. By 8 A.M. the next morning
they could begin the tedious process of filling the boiler with water
through the test cock and air cock by means of that now essential safety
device, the garden hose. The starboard boiler was isolated, and they filled
the port one. But they inadvertently left one feedline open, and the water
again drained away. ' ‘

If they had had one reciprocating pump working, an engineer said,
they would have been all right, because they could have filled the boilers
with water from the double bottom. But the reciprocating pumps had
been out of service during the voyage to Manila, and repair parts had not
yet arrived on the boat. More problems occurred, and they had to refill
the D.C. heater once again. An emergency line was hooked up to a con-
densate pump and that speeded up the filling. They hoped to have limited
power for the propellers by 3 or 4 o’clock that afternoon.

At 11 that morning the sun came out briefly and they were able to get
navigational bearings. While taking them, the navigator noticed breakers
on the horizon, standing out from the crashing sea. Using the readings
from the sun and examining the charts they realized they were four miles
from Loaita Bank—reefs. They were 90 miles south of their dead reckon-
ing position. The captain ordered a distress signal, but it took thirty
minutes to get it out because the frequency was occupied by another
vessel that was also in distress. The H.M.S. Eagle, a British aircraft car-
rier, responded and was the closest. The engine room crew continued to
work on the boilers during the next three hours as the ship was blown
toward the reef. Even after the ship struck the reef, they continued and
finally began to get up some steam. An anchor had been let out, and
finally grabbed, but did not hold. With each wave the ship hogged further
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up on the reef. They were taking water on from holes in the hull, and
finally the level was so deep in the engine room it put the fires out in the
boilers that were just getting up steam.

A helicopter from the Eagle appeared and lowered a man to the vessel.
(Life boats had already been made ready and lowered partially.) It was
decided to remove the crew by helicopter, and two hours later the heli-
copter returned and the rescue of the officers and crew of thirty-five was
completed in an hour, with the captain being the last to leave.?’

Multiple failures certainly abound in this accident, and if it hadn’t
been for failures B, C, D, et cetera, there might have only been an inci-
dent. But what strikes me is that a captain, without reasonable naviga-
tional equipment, two balky boilers and no reciprocating pump, with a
typhoon in the area, failed to return to port when, three hours after
sailing, the boilers again began to malfunction. I doubt that he loved the
sea so much that he had to sail; I suspect that he would have been fined
or otherwise penalized by insisting on Loran equipment, not starting
until reciprocating pumps were received, waiting for the typhoon to find
its steady direction or blow itself out, or delaying until the boilers were
properly repaired. This was a conventional cargo ship; next, let us take a
look at some quite unconventional ships where the hazards, complexity,
and coupling are greatly compounded—the supertankers.

Supertankers

About half of the tonnage afloat is in the form of tankers. All of the
biggest vessels are tankers carrying crude oil (or liquid natural gas—
LNG tankers). The biggest, as of 1974, was the Globtik Tokyo, with a
deadweight (maximum tonnage of cargo, fuel, stores, and ballast) of
476,292 tons (think of 50,000 10-ton trucks), a length of 1,243 feet (four
football fields, or nearly one-quarier of a mile), and a draft (the depth
below the water line) of 92 feet (about the height of an eight-story office
building). The growth of tankers has been astonishing; at the end of
World War II the largest tanker had a deadweight of 18,000 tons. The
Globtik Tokyo is 265 times as large. Most of the large tankers, however,
are in the 200,000 to 300,000 range. They don’t even call them ships
when they get over 200,000 deadweight tons, but VLCCs, which stands
for Very Large Crude Carriers. The very name suggests a different order
of sea things than we had in the past.
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The Torrey Canyon, which grounded off England in 1967 with devas-
tating results for the coastlines of the English Channel, was only 120,000
tons. Plans for 750,000-ton tankers were on the books in 1974.28 Mostert,
in his fascinating book Supership, mentions industry talk of million-ton
tankers, but since that book was written in 1974, oil conservation and
recession have come upon the world, and at present they are actually
cutting out the midsections of supertankers and downsizing them be-
cause of reduced demand and a glut of ships. No supertanker has been
built since 1979; twenty-seven were scrapped in the last two years. They
are not built to last much more than fifteen or twenty years anyway.

But they are still with us. As systems they are impressive for their size,
but not for much else. For economy, they generally have only one pro-
peller, or screw, which makes maneuvering very difficult; they often
have only one boiler (a passenger liner will have several), which makes a
breakdown incapacitating; they are underpowered, by traditional stan-
dards, making maneuvering difficult and slow. The illustrious sailing
clipper the Cutty Sark could beat a large tanker, since they only make 14
to 15 knots an hour. This means two and a half to three months for the
roundtrip voyage from Europe and the Persian Gulf, with supplies deliv-
ered by helicopter at the Cape. In port, though, all is arranged for speed.
Turnaround is twelve to eighteen hours. The crew does not get off.

When on the bridge, the captain is about 100 feet above the waterline,
and has to walk 150 feet from port to starboard to see what is happening
there. Since it takes three miles and twenty-one minutes to stop a
250,000-ton tanker, I guess there is no hurry. Falling off a tanker is inad-
visable, because of stopping distance, and there is also the 60-foot drop
from the deck to the water to consider. The crew is so far above the water
that they can run over trawlers and fishing boats' without ever seeing or
feeling them. Maneuvering in channels or near shore is difficult. Anchors
won’t stop tankers; even if such a ship is only slightly underway, the
chain would be wrenched away.

The draft is so deep that tankers have to stay in the middle of the
channels and thus cannot turn even if they have the 2 miles to do it in.
They are so long that at night smaller ships have tried to steer between
the fore and aft lights, thinking there were two ships. In many areas,
reports Mostert, tankers sail with a clearance of as little as 3 feet. In 1967
Shell International, the largest single operator and charterer of tankers,
declared its policy was to allow a minimum of 2 feet of water under the
keel. With this clearance the ships are virtually unmaneuverable because
of suction effects. Even when a ship with a 50-foot draft has 20 feet under
her keel, her turning circle is doubled. Most tankers in Europe use the
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English Channel, but the bottom keeps changing and sand rifts as high as
20 feet can be created so that ships touch bottom there when they
thought they had 20 feet of clearance, judging from the charts. VLCCs
are part ships, and part submarines, Mostert notes, and submarines con-
sider the English Channel unnavigable.

Docking tankers is a problem. Moving at a very, very slow walk of a
quarter knot (25 feet per minute—try it in your living room), the contact
with the dock or jetty can badly damage the ship, with the chance of an
oil leak or an explosion. Recall that the captain or pilot is 100 feet up,
looking at a bow almost a quarter mile away. Of course, tugs are used,
and even side thrusters and sonic measuring devices.?® This is a manage-
able problem. But if tankers break down there are very few places on
earth that can receive them, and towing them into a dock must be quite a
problem. In 1971 one 200,000-ton tanker had a collision in the Persian
Gulf. She was towed to a port for repairs, but they refused to receive her
because of the oil leaking from her tanks; she was towed about, leaking,
for two months before they found a port that both could take her and
would. Mostert gives the details of others less fortunate, those that break
up at sea, spreading their balm on stormy waters.

The size of such ships makes even trivial mistakes monumental. A
valve was left open by mistake for thirty minutes, and 22 miles of coast-
line were affected; oil coated rocks and the beaches of beautiful Bantry
Bay in Ireland. In Rotterdam, the world’s biggest oil port, the Dutch
authorities maintain rigid antipollution controls. But mistakes will hap-
pen in the best of Dutch families. Two thousand tons of oil went into the
harbor once by mistake, Mostert was told, when an inexperienced sea-
man opened the valve that sent the oil into the sea instead of the shore.
When 16,000 tons escaped in a wreck off the Spanish Atlantic coast near
Vigo, the oil caught on fire, creating a firestorm that raised hurricane
winds in the vicinity of the ship. These winds broke up the oil into a fine
mist and sent it aloft; it came down some days later as a black rain on the
coast, damaging homes, crops, and the cattle that ate the oil-soaked
clover.30

Collisions between even modest tankers can be frightful. Two ships of
Liberian registry, a U.S. and a Greek tanker, collided in the Indian
Ocean 23 miles from the coast. The explosion rocked buildings 40 miles
inland. One ship vanished in four minutes, and thirty-three seamen van-
ished with it. Both ships were traveling at high speed through a fog so
dense that one master could not see the mast of his own ship. Though
they observed each other on radar, neither ship reduced speed; the Greek
ship made two attempts to plot the course of the other ship, one four
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minutes before the collision; the U.S. ship made no attempt. The master
of the U.S. ship (a Chinese captain) ordered his ship away at full speed
and did not attempt to pick up survivors. He also broadcast the wrong
position on his SOS call, which he discovered six hours later, but never
made a correction. Survivors were picked up by a passing freighter that
watched the whole thing on radar—the chief officer of the freighter
watched the two dots come together, heard a terrific explosion and felt
his ship shake, then saw the two dots come apart and one disappeared.3!
Mostert gives a horrendous list of other examples of incompetent sea-
manship, and, of course, inoperative equipment (such as one grounded
tanker, where the gyrocompass, echo sounder, radar, automatic log,
speed indicator, and rudder indicator were all out of order)!

The English Channel is so crowded at times (forty ships can be within
it at once) that they pile one on top of another as if it were the New
Jersey Turnpike. There are lanes in the Channel (and, since the early
1970s, in sixty-five other crowded parts of the vast oceans). One freighter
was in the wrong lane, to save time. She hit a tanker, which exploded,
breaking windows five miles away in Folkestone. The freighter went
down too, but being intact, created a partially sunken hazard (the Chan-
nel is shallow), which was marked with lights. A German freighter hit her
the next day, and sunk. A light ship was added to the warning buoy
lights. A month later a Greek freighter added itself to the pile. A second
lightship was added and more light buoys, now fifteen of them, and, of
course, advisories had been going out for updating the charts. Two weeks
later an unidentified tanker ignored a barrage of rockets and flashing
lights from the two lightships, ran through one row of buoys, and to the
surprise of all, made it through and vanished in the night. By now forty-
seven had died on the spot. British coastal authorities reported that with-
in a two-month period sixteen ships had ignored the warnings and en-
tered the area of the wreck; it was the fastest route. When the weather
cleared, they were able to demolish the wrecks, and the cowboys were
safe from that hazard.3?

The size of the modern tankers has not only created the catastrophic
potential, but is beginning, belatedly, to require changes in organiza-
tional structure aboard ship. As outlined by Mostert, first came the con-
sequences of moving all personnel to the aft portion of the ship. Before
- that, the ship consisted of two communities, connected by a bridge or
catwalk; the crew and the engineers aft, above the machinery, and the
master and the navigation officers midships, below the bridge. The
VLCCs put everyone aft for economy reasons and also because a mid-
ship explosion could wipe out the bridge. The two groups, traditional
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rivals going back to the advent of steam power, were now thrown to-
‘gether; the engineers shared a table with the master and navigator. “But
automation carried these changes even further,” Mostert notes.?? Now
there was a third caste—the electronics engineers, a transformation of
the old light bulb and fuse changer, the electrician, into a systems
engineer.

The systems engineer, or electronics engineer, is responsible for the
automated equipment in the engin¢ room, the radar and collision avoid-
ance systems, ship-to-ship radio phones, and the computers that in a few
modern ships receive a ship’s position from a satellite and direct it ac-
cordingly. It is no longer so clear who is in charge. One British company,
reports Mostert, dropped the term “master” and calls the captain the
ship’s “manager,” with the ship being run by a “committee,” consisting
of navigation, engineering, and electrical officers. Meanwhile, the owner
or charterer (most tankers, at least, are chartered; the large oil companies
own only about 35 percent of the fleet) directs more and more of the
ship’s activity from shore. The captain receives a print-out of mainte-
nance tasks to be performed, and a detailed schedule for them. Sailing
directions are frequently changed; schedules, courses, and arrival times
are set up on shore and radioed to the ship. As with the rationalization of
air transport, these changes are probably for the better. Weakening abso-
lute authority in a moderately complex and fairly tightly coupled system
should allow for more effective problem solving. (But as we shall see in
the chapter on space missions, increasing the power of the head office
can go altogether too far.)

Of course, the automation makes the ships vulnerable to small errors.
An incident is described in Mostert’s book in which the engine room was
on automatic control and everyone was asleep. Alarms then went off; the
main boiler had tripped, and the engines had automatically tripped in
turn—a safety device, just as in a nuclear power plant. Emergency elec-
trical power was produced by the residual heat—twenty minutes of it,
and then blackout. The crew couldn’t find the problem, so they started
the boilers up anyway in order to have power to search further. It took
six hours to find that a half-inch-wide rubber diaphragm had split on a
reducing valve. The valve used high-pressure air to hold up a flap on a
forced draft fan. The diaphragm failure caused the flap to close, but only
momentarily, which told the computer that the fans had stopped, though
they hadn’t. Thinking the fans were stopped, the computer immediately
put the boiler fires out, which stopped the engines and the ship. Fortu-
nately, the ship was not in busy waters or close to a coast, or in a storm.
As Mostert aptly puts it, automation is marvelous; “it has a pretty, ani-
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mated face.” But automation depends upon a ship’s undependable
power system, itself automated.3$

Explosions

VLCCs have not only added a measure of complexity to lumbering size,
they have introduced new complexities into the explosion problem. Oil
tankers have been exploding since they were first used, but the problem
became especially worrisome with the arrival of the Very Large Crude
Carriers. Mostert notes that from 1959 to 1974 there was an average of
fourteen explosions a year on oil tankers.3¢ During an eighteen-day
period in 1969 three VLCCs blew up. All were new, and all were cleaning
their tanks at sea at the time. Shell and other companies launched an
intensive inquiry into the problem, and probably, Mostert notes, spent
more trying to understand the explosions than was spent by the industry
on models, experiments, and research to build the new 200,000-ton plus
vessels.3” The problem is one that the chemical industry confronts regu-
larly: the transition from an over-rich atmosphere to a under-rich one.
Here is how it works. :

Oil itself does not explode, or even burn all that easily; it is the gas
given off as it evaporates that creates the problem. This gas is rich in
hydrocarbons, and these are explosive. After the tank is pumped out,
there is still much residue in the tank. A tank, incidentally, can be as large
as the inside of a glorious cathedral; a ship will have a string of these,
since a 200,000 dwt (deadweight ton) ship is 1,000 feet long. A small
20,000 dwt tanker will have thirty small cargo tanks; a 250,000 dwt ship
will have only fifteen cathedral-sized ones. With all that exposed surface,
evaporation is rapid. When a tank is full or even one-quarter full, the air
in the tank is so rich in hydrocarbons that it will not explode. If it is
“empty” and scrubbed, though oil still remains, there is plenty of air to
dilute the gas. It is in the intermediate state, passing from over-rich to
over-lean, that a period of time is inevitably reached when the mixture is
explosive. Since the air in these cathedrals does not move much, a
pocket in one corner of the tank, or between two ribs of the ship, or up
near the deck, can be of the proper mixture while the rest is safe. It may
be a small pocket—a few square meters—and impossible to detect, since
it can move about. Yet is is enough to ignite the whole tank once it goes.

A spark is required to set off the explosive mixture. A spark can be
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produced by a nylon shirt; a nylon rope; by a nut falling off a hose used
for cleaning the tank; or by the wash water itself. When water is slammed
against the steel side at high pressure, it can create static electricity suffi-
cient to ignite an explosive mixture. Experiments by Shell led them to
posit the sequence that is paraphrased below.

The oil is washed from the sides and bulkheads and other internal
structural supports by automatic machines that rotate their gigantic
streams of water. Water from the nozzles expands into huge “chunks” of
water, which pass through thick clouds of spray. The static electricity in
the spray is absorbed by the chunks of water; they become charged as a
thundercloud is charged. When they hit a piece of metal they are capable
of drawing a flash, somewhat like lightning.3® The solution, now applied
to new tankers, is effective but expensive: waste gas from the boiler is
high in nitrogen, and not explosive. It is pumped into the tanks as the oil
is drawn out, replacing the oil with an nonexplosive mixture. But there
are still problems. The tanks must be inspected from time to time for
cracks and open seams; the ships are so long that gigantic stresses are set
up on the hulls and the bulkheads. Inspection then requires oxygen
equipment and presents the risk of being poisoned. It is a well-recognized
hazard, and elaborate protections are taken because of the many people
overcome and killed in tanker holds.

Furthermore, there are times when inert gas cannot be used, even
though the ship has the capacity. Tankers frequently blow up in our gulf
and river ports when inert gas is not used, for example, because of leaks
in the ““ullage” covers (ullage holes allow one to drop a line into the tank
to measure the contents). In one such accident, a vapor cloud from the
tank collected on the deck during a windless day, and was drawn into a
temporary hose, traveled a few decks down in the hose through a siphon-
ing effect, to where some welding was going on. The welding ignited it,
and the fire flashed up the hose and out on the deck where the vapor
cloud exploded.® It was, we might say, an unexpected interaction. Or,
lightning bolts from the frequent thunderstorms in the Gulf of Mexico
area can find an errant leak, or an open vent, or out-of-place flamescreen.
An event such as this took place in the Houston ship channel on Septem-
ber 1, 1979, when S.S. Chevron Hawaii blew up and killed three people
and injured thirteen others. A heated projectile from the exploding ship,
5 by 7 feet, flew 600 feet inland and hit an ethyl alcohol tank and blew it
up; the flaming oil on the water ignited several barges in the vicinity;
fires burned for eighteen hours. Damage to the 70,000 dwt ship was $50
million; damage to the terminal, barges, and other vessels exceeded $27
million; the cost of clean-up of the waterway was expected to be $6
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million.*® As usual, it could have been worse; a nearby tank farm was
almost set on fire. Fortunately, none of the barges were butane barges.
One of those was hit in another accident by a freighter in Louisiana, and
the explosion killed twelve people and the damage was estimated at
$10.5 million.*!

The Technological Fix

Extra boilers, redundant steering apparatus, inert gas, emergency genera-
tors, and the like are all useful devices aboard ships, and the Coast Guard
and the NTSB call for them regularly. But the real problem is seeing.
Ships have to avoid hitting the bottom, the shore, bridges, and other
ships. They hit all these obstructions because they don’t see them, don’t
see them in time, or don’t see how the direction in which they are head-
ing is going to interact with the current, the wind drift, or the other ship.
If they could only see the obstacles and see the expected point of collision
or impact in time they could avoid disaster. Consequently, the major
technological fixes have centered on the vision.problem and the relative
motion problem.

One seeing device is the fathometer, which tells the ship when the
water is getting shallow. Fathometers are an improvement over the lead
line and have been around a long time. They can be used in conjunction
- with charts to navigate, in a limited way. “If they had only checked the
fathometer, they would have seen that they were five miles off course
and about to run aground” is a familiar refrain in the accident reports.
But if you have no other reason to believe you are off course, you are not
going to be particularly attentive to a fathometer. Besides, they are often
inaccurate or out of adjustment. Seeing the bottom, though, is not the
greatest vision problem; most groundings, I suspect, occur because the
land is not seen, not the bottom,

The major breakthrough for sightless vessels has been radar, devel-
oped in World War II by the British for defense and weapons. (It is one
of the great many things that has been said to have “won the war” for the
Allies.) Once it achieved reasonable accuracy and reliability, it began to
be used aboard merchant vessels. The initial results were dramatic. In
the English Channel, at night or in a dense fog or storm, a ship equipped
with radar could zip through the fleet with impunity, watching the slow
progress of sightless vessels and maintaining full speed. She would know
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that the other vessels were not likely to turn sharply, or speed up, be-
cause they could not see. They were on predictable courses at predictable
rates, blowing useless whistles for legal purposes. Passing close was no
problem. But when several ships could peer at the cathode ray tube, the
problems began. “Target” Y (the language is probably a holdover from
the early military applications where you used radar to find targets, not
to avoid them) would appear to be on a steady course at a steady speed,
but if X also had radar, it could decide to change direction suddenly, or
speed up, because it anticipated that Y was proceeding blindly with a
lookout and would not change speed or direction. The result was what
was called, in marine circles, radar-assisted collisions.

The collision rate did not go down with radar. In particular, collisions
between ships where at least one had radar did not go down; they may
have gone up. What certainly went up was speed, for vessels used to slow
down when they were sightless.

Radar is hardly foolproof and sometimes quite ineffective. When the
master of the New York harbor ferry, American Legion, collided with a
cargo vessel in dense fog on May 6, 1981, its radar was operating. How-
ever, the master testified that the plotting of targets on a radarscope is
not done, nor is it practical, for ferries. The radar operator has to “reduce
contact error,” that is, correct for errors in the system; this is difficult to
do when the vessel is not held to a steady course or is yawing in rough
seas. Furthermore, the complexity of the task of radar plotting is consid-
erable. The TSB report gives some of the problems. The radar observer
must get a compass heading from the pilot or helmsman while getting a
relative bearing of a contact on the radar. To make a relative bearing
projection (the target is moving, but so is the ferry), another bearing
must be taken after an interval of time. Because the ferry may change its
heading in the meantime, another bearing must be requested from the
helmsman and the difference calculated and applied. If the target
changes its heading, the process starts over. Meanwhile, the image on the
radarscope is likely to be blurred; and multiple radar contacts in a place
such as New York Harbor are likely, making the work time-consuming
and requiring complete concentration. At the same time, the same radar
is also used to determine the course to steer, by observing landmarks,
and to monitor various navigational aids.

Consequently, radar’s value as an anticollision device is limited. Add
to this the fact that recently 57 percent of the persons examined failed the
Coast Guard’s radar examination and the value of this technological fix
is shown to be even more restricted.#? Finally, in one study found that
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when initial detection was made by radar, the vessels in the sample made
as many course changes in the direction of the target as away from it!43

Not surprisingly, efforts have been made to automate the complex task
of plotting the courses of target ships and “ownship” (one’s own ship)
and predicting the closest point of approach. The various devices de-
signed to do this, whose development was strongly recommended by the
Coast Guard and the NTSB, are called collision avoidance systems
(CAS). They process radar data, solve for the speeds of own and other
ships, the courses involved, and the closest point of approach (CPA). A
trial maneuver can be entered and the results determined. Alarms indi-
cate when a new target comes into range, and some automatically enter
the new target data if the crew doesn’t happen to see them appear on the
screen. The targets are displayed as a line or vector on the screen. An
alarm indicates when a closing vessel is likely to come within a predeter-
mined range, say one or two miles. It is a marvel of modern electronics,
simplifying everyone’s work.

.Of course, if the other vessels, with their CAS, start changing direction,
the system takes some time to determine the stable direction of each
ship; there may be a delay of two minutes, which may be too long if
ownship and one target are both traveling 15 miles per hour in reciprocal
(converging) directions. The resulting speed is 30 miles per hour for
boats that need at least a mile to significantly alter their course.#

An additional system proposed is the marine radar interrogation tran-
sponder (MRIT), which when asked by another ship will automatically
send the ship information on speed, direction, cargo, and draft. But in a
crowded passage one could get so many likely targets and warning signals
that the “conning officer”’ (the one watching for dangers) would turn the
warning device off. It happens with present CAS systems.

My pessimism about CAS and MRIT is shared by an outstanding and
respected analyst of marine accidents, John Gardenier, of the Office of
Research and Development of the U.S. Coast Guard. In a 1976 paper he
reports on research he and his colleagues did that contradicts most of the
norms of the marine engineering fraternity, and of the Coast Guard it-
self, I would think. He took a large number of accidents, including all the
collisions of medium to large ships over several years, and asked, How
many of these might have been prevented by a CAS using radar? Since
CAS is designed to prevent collisions, would it do so in these cases? They
gave CAS the benefit of the doubt; if it were present, it was assumed to
be working, and if working, correctly interpreted (both quite generous
assumptions). If all this were true they asked if it could possibly have
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prevented a collision; they did not require that it definitely would have.
In only 9.6 percent of the 198 collisions might it have prevented the
collision; the independent raters disagreed about another 2.5 percent and
were uncertain about 1 percent. So, resolving these disagreements and
uncertainties in the favor of CAS and assuming it was working and prop-
erly used, we still would have only 13.1 percent avoidance of collisions
by a collision avoidance system. A 9 or 10 percent figure is probably a
more realistic one.

One might require ships to have the equipment even if only 9 percent
of the collisions might be prevented; collisions are expensive. But this
result strongly suggests that the overwhelming causes of collisions are not
due to lack of information about the relative positions and headings of
the two ships, which would be provided by CAS. In 68 percent of the
collisions, this kind of information was not a problem (which means the
ships were staring at each other and neither would change course). In 13
percent of the cases, CAS might have made a difference, as we have seen;
that leaves 19 percent remaining where the information might have been
relevant, but could not prevent a collision. Why? There were two major
reasons: for almost half of these cases the maneuvering of the ships
would have made it impossible to determine useful course projections or
the closest point of encounter; the system requires a stable course on the
part of the target and ownship. For almost half of the rest, the radar
wasn’t working well for such reasons as heavy rain. The remaining cases
involved lack of vessel control, malfunctioning radar, and so on. Still,a 9
percent reduction—if working, used properly—might be worth it, if it
didn’t just encourage higher speeds.

Gardenier and his associates also looked into the case of bridge-to-
bridge radio/telephone communication. They examined the percent of
collisions potentially preventable by bridge-to-bridge radio. It was initial-
ly high—averaging 45 percent from 1964 through 1969, the period of the
study when there were few such radios. By the time they were in wide-
spread use, the potentially preventable collisions fell to an average of 19
percent (1971 to 1974). Thus, since more ships in the 1971-74 period
had the equipment, there were fewer accidents the researchers could say
might have been prevented if ships did have bridge-to-bridge radios. But
even as they “worked” the problems with their use rose steadily—such
as wrong channels used, too much traffic on the channels, misunder-
standings of what was said, and mistaking the identity of the vessel one is
talking to. By 1974, 18 percent of the collisions disclosed such problems:
the equipment was there but could not be put to effective use. It is like
radar; the initial impact for a few ships is probably great, but when sys-
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TABLE 6.1
Frequency of Collisions
Total
Cause of Collisions Percent

Deliberate violations of rules of road 55.6

Judgment errors 50.0
Environment 46.5
Vessel design/waterway design 313
Late detection 30.0
Multiple vessels 9.5
Mechanical failures 8.0

Source: From Gardenier, John S., “Toward a Science
of Marine Safety,” Symposium on Marine Traffic Safe-
ty, The Hague, Netherlands, April 1976.

tem effects take over, the advantage is reduced. Heavy traffic on the
channel is one such “system effect.”

Gardenier and his colleagues also looked into the causes of collisions,
and found that mechanical problems, such as broken steering gear, have
dropped considerably from 1964 to 1974; in the 1970-74 period they
accounted for only 8 percent of the collisions. The major categories for
collisions where at least one of the vessels was over 10,000 tons during
the 1970-74 period are given in Table 6.1. (Since there may be multiple
causes, the percentages will not add to 100.) Note the high role of “hu-
man factors”; either or both of the first two types of errors, violations or
judgment errors, were found in 89.4 percent of the collisions. In a sepa-
rate listing of violations, excessive speed was the most frequent (and is
the one most closely linked to the economic concerns of owners). It was
followed by not staying on correct or agreed-upon side of channel, im-
proper lookout, and improper interpretation of the rules regarding which
is the privileged boat and the boat most burdened. Excessive speed in
restricted visibility accounted for almost half of the violations.

We are led back to production pressures again. Even if CAS and radio-
telephone communications (and inertial guidance systems, et cetera)
would appear to reduce accidents in these studies, they also appear to
increase speed and r.sk-taking, because the accident rate is growing
steadily. Production pressures defeat the safety ends of safety devices
and increase the pressures to use the devices to reduce operating ex-
penses by going faster, or straighter; this makes the maritime system as a
whole more complex (proximity, limited understanding) and tightly cou-
pled (time dependent functions, limited slack).

If we grant that production pressures are important, and the system
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induces errors because of authoritarian structures aboard ships, weather
problems, seeing problems, and so on, we still have one remaining prob-
lem. Why do ships turn at the last minute and collide with each other
when they were not on a collision course? How can we explain noncolli-
sion-course collisions?

Noncollision-Course Collisions

Collisions only account for 10 percent of ship accidents, far behind foun-
dering (40 percent), wrecks (32), and fire and explosion (18).45 Yet they
are the most baffling, because they would seem to be quite avoidable. A
large part of the technological fixes in the shipping industry are con-
cerned with collision avoidance systems, possibly because a collision
would appear to be an accident that should not happen and could be
prevented. It should not happen because there is evidence that most
collisions have required energetic action to make them happen.

When we think of collisions we generally think of two ships on inter-
secting courses that collide; in the last minute or two they may see the
imminent collision, but it is too late to make an effective course change.
This is diagrammed in Figure 6.1. Remarkably enough, this appears to
be a rare event. Most collisions that I could find suitable accounts of
involved ships that were not on a collision course, but one or both man-
aged to change course after becoming aware of the other in such a way as
to effect a collision. An organization concerned with marine safety, the
Chamber of Shipping of the United Kingdom, published a compilation
of fifty accidents in 1972 with accompanying charts where these were

FIGURE 6.1
A Hypothetical Collision
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relevant (and kindly allowed me to reproduce some here).#¢ Eight are
presented in Figures 6.2, 6.3, 6.4, and 6.5.

Of the twenty-six collisions in this compilation of fifty accidents, only
two represented collisions where neither ship changed its course. One of
these involveéd one ship ramming an anchored ship, the other a near
head-on collision in a channel. In five other cases one or both captains
made an avoidance maneuver between one and two minutes prior to the
collision; the maneuver might have been successful—we can’t easily
tell—if it had been made earlier. Thus, between two and seven of the
twenty-six collisions represented “collision-course collisions.” The other
nineteen (and possibly as many as twenty-four) were noncollision-course
collisions. In these nineteen cases there was a course change by at least
one of the two ships that was intended to avoid a collision but that ended
up bringing about a collision that otherwise would not have occurred.

What on earth could possess people in charge of huge ships to make
the sometimes elaborate last-minute course changes that would bring
them into collision? Most of these collisions were in the open sea, with-
out constraining coastal obstacles, and for most, the presence of other
ships was not a factor. If ships tried to strike one another, it would
require a great deal of coordination to manage to do as well as some of
the eight collisions reproduced in Figures 6.2 and 6.3. We know they do
not try to collide, so the mystery deepens. Unfortunately, the accounts in
the publication do not give enough details to allow us to explain these
events. Sometimes the officers of one or both ships did not survive to
explain their actions; evidence in the engine and chart room will go
down with the ship if it sinks; officers may refuse to testify; they may
give explanations that seem patently unreasonable.

Fortunately, we have a few documented accounts in the NTSB studies
that will shed some light on the question of why ships that were about to
pass in the night, or clear daylight, managed to collide against rather
large odds. But first, let me remind you of the conclusion of the last
section, by again turning to John Gardenier. In a recent article he states:

The vast majority of collisions [involving at least one U.S. vessel] occur in
inland waters in clear weather with a local pilot on board. Often the radar is
not even turned on. If it were on, the alerting in function would almost cer-
tainly be turned off or ignored because of the large number of objects that
routinely approach within collision threat detection range.*’

We will examine some collisions in the fog, at sea as well as in inland
waters, but even with poor visibility the evidence is that the technologi-
cal safety aids were not being used; or if used, were not useful, and were
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FIGURE 6.2
Ship Collisions
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FIGURE 6.3
Ship Collisions

22 / SCALE IN CABLES

0 1 2 3 4 5 6
[ e I 4 e . g
21

-~
- 0o
©
=5

* 1325

SCALE IN MILES

211



NORMAL ACCIDENTS

FIGURE 6.4
Ship Collisions
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FIGURE 6.5
Ship Collisions
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even deceiving; or were not needed because the weather was clear and
passing agreements were either established or did not seem necessary.

When we do dumb things in our car occasionally, we get an insight
into how deck officers might do the same. Why do we, as drivers, or deck
officers on ships, zig when we should have zagged, even when we are
attentive and can see? I don’t know the many answers, but the following
material will suggest that we construct an expected world because we
can’t handle the complexity of the present one, and then process the
information that fits the expected world, and find reasons to exclude the
information that might contradict it. Unexpected or unlikely interactions
are ignored when we make our construction. Tight coupling also inhibits
us; we cannot intervene properly to prevent incidents from becoming an
accident. The operators at TMI made such limiting constructions of real-
ity. In the last chapter we shall exarnine some research in psychology that
attempts to make sense out of this process. Here we shall just present
some fleeting and circumstantial evidence that it exists.

Note what is not being said. Inattentiveness is sometimes given as the
" major explanation for collisions. Indeed, that is what mariners reported
in a poll that was conducted. But in some of the collisions, at least,
people were very attentive. In others, the questions becomes, Why did
they construct a world which allowed them to be attentive? I don’t think
inexperience or “stupidity” is a proper explanation; the officers in these
collisions were experienced, and indeed, had probably sailed for years
without a collision. Ship officers are not likely to be “stupid”; in fact,
very few people in any walk of life deserve that appellation. Nor does the
attribute “risk taker” help us much. It is not exciting to suddenly turn to
the starboard and run into a ship when one should have turned to the
port. As drivers, we all would probably admit that at times we took
unnecessary risks; but what we say to ourselves and others is, “I don’t
know why; it was silly, stupid of me.” We generally do not do it because
it was exciting. Finally, we cannot rule out exhaustion, or inebriation.
Both exist. But neither are mentioned in the accident reports, and more
important, from my own experience as a driver, skier, sailor, and
climber, I know that I do inexplicable things when I am neither exhaust-
ed nor inebriated. So, in conclusion, I am arguing that constructing an
expected world, while it begs many questions and leaves many things
unexplained, at least challenges the easy explanations such as stupidity,
inattention, risk taking, and inexperience.
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Some Collisions Explained

On a beautiful night in October 1978, in the Chesapeake Bay, two vessels
sighted one another visually and on radar. On one of them, the Coast
Guard cutter training vessel Cuyahoga, the captain (a chief warrant offi-
cer) saw the other ship up ahead as a small object on the radar, and
visually he saw two lights, indicating that it was proceeding in the same
direction as his own ship. He thought it possibly was a fishing vessel. The
first mate saw the lights, but saw three, and estimated (correctly) that it
was a ship proceeding toward them. He had no responsibility to inform
the captain, nor did he think he needed to. Since the two ships drew
together so rapidly, the captain decided that it must be a very slow fish-
ing boat that he was about to overtake. This reinforced his incorrect
interpretation. The lookout knew the captain was aware of the ship, so
did not comment further as it got quite close and seemed to be nearly on
a collision course. Since both ships were traveling full speed, the closing
came fast. The other ship, a large cargo ship, did not establish any bridge-
to-bridge communication, because the passing was routine. But at the
last moment the captain of the Cuyahoga realized that in overtaking the
supposed fishing boat, which he assumed was on a near-parallel course,
he would cut off that boat’s ability to turn as both of them approached
the Potomac River. So he ordered a turn to the port. This brought him
directly in the path of the oncoming freighter, which hit the cutter. Elev-
en coastguardsmen perished. (See Figure 6.6).

As with most accidents that receive extensive investigation, all sorts of
imperfections and errors were discovered. The captain was myopic and
not wearing eyeglasses, and had asthma complicated by aspergillosis,
which might have affected his vision. Though experienced, he had never
received the recommended shore training, and was operating what previ-
ous Coast Guard inspections had revealed to be a grossly understaffed
vessel with an overworked crew. A second radar screen near the captain’s
station that might have prevented the accident, thought I doubt it, was
due to be installed in just five days (it was the only Coast Guard cutter
without one). The pilot on the cargo ship did not sound the five-blast
emergency whistle at the initial sign of danger, but an ambiguous one-
blast warning signal; the pilot believed that he was the “privileged™ ves-
sel and the other one was “burdened,” according to navigation rules, but
he was wrong according to the Coast Guard inquiry. The loss of life
might have been less if two watertight doors were not standing open on
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FIGURE 6.6
Ship Collision in Cheasapeake Bay
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the warm autumn evening and if clothes and other personal gear had
been properly stored below.

All true. This is the list one will find in any careful accident investiga-
tion. One would also find such a list, perhaps even a more lengthy one,
for all those close calls that never resulted in accidents, and for all the
routine operations that do not even have close calls. The Marine Board
of Investigation is right to cite them, since every little bit of vigilance-
stirring is useful. But what strikes me about this event is how well it
exemplifies the easy way in which we can construct an interpretation of
an ambiguous situation, process new information in the light of that
interpretation—thus making the situation conform .to our expecta-
tions—and, when distracted by other duties, make a last minute “correc-
tion” that fits with the private reality that no one else shares.

Further, it is interesting to note two minor events that conspired to
prevent a new construction from emerging. Since the lookout knew the
captain had seen the lights, it would have been redundant (and quite
outside the authoritarian structure) to say, “Hey, don’t you see that ship
coming our way?” Later, as the collision neared, the lookout and another
seaman discussed the situation and decided that perhaps the approach-
ing ship actually should be reported again. But at that moment the cap-
tain saw it and blew his whistle. There then did not seem to be any point
in notifying the captain of the obvious. But they did not know that the
captain still assumed that the ship was going in the same direction as
they were; thus, they did not contradict his sense of reality. Of such
trivial events can accidents be born.

Why would a ship in a safe passing situation suddenly turn and be
impaled by a cargo ship four times its length? For the same reasons the
operators of the TMI plant cut back on high pressure injection and un-
covered the core. Confronted with ambiguous signals, the safest reality
was constructed. In the above marine case this view of reality assumed
that the other ship was not a head-on collision threat. That this accident
was not a freak or highly unusual event was attested to by an expert
witness at the hearings, a pilot with over twenty years experience in those
waters. The report notes that he testified “that he had experienced a
number of occasions when other vessels took sudden and unanticipated
actions, changing proper and safe situations to hazardous situations.”
The report itself notes, “The case books are replete with collision cases in
which one of two vessels took a sudden and unexpected action precipi-
tating collision.”*8 Something other than myopia, or, as the court-martial
charge initiated against the skipper put it in the inelegant language of sea
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lawyers, “negligent hazarding of a vessel” would appear to be present in
this and other noncollision course-collisions.*

Figure 6.7 shows the track of two ships about to pass without incident.
Both of them, however, executed sharp turns that brought about an ex-
pensive ($6.8 million) collision. On the face of it, one is tempted to call
the pilots insane. The cause is human error, but a close review will indi-
cate how human it is to err on the Mississippi River. The Pisces was
heading downstream in the river, and the Trade Master upstream. Both
were small ships, 600 feet long, and 24,000 and 33,000 deadweight tons
respectively. One carried bauxite, the other fuel oil. They established a
port-to-port meeting agreement before they even saw each other. As the
Trade Master rounded a bend going upstream, the pilot saw that he had
to have a passing with a tug and its tow. This would bring him to the port
side of the channel, so he called the Pisces and another boat that was
between both of them and arranged it all; the Pisces agreed to a star-
board-to-starboard meeting.

But a Pisces’s crew member discovered a tug with a tow on its port aft
quarter starting to overtake the Pisces. (This is possibly the first faulty
reality construction; a watch officer saw something, but later no one
could identify the existence of the tug and tow, although it is also quite
possible there was one.) Pisces had passed one before, then had slowed
up for a disabled vessel in the channel, been passed by the tug, and then
passed it again. The pilot assumed it was the same one. He did not try to
call the tug on the radio-telephone because it had signaled that it was
going off the air. (The captain of the tug the Pisces had passed before
explained later he had not meant that he was going completely off the air,
but just was turning down his set because of all the chatter on it. This
was another small error that might have prevented the $6.8 million colli-
sion.) Actually, if there was such a tug and tow on the port quarter, it was
not the one Pisces had passed and. which had turned down its radio; that
was later found to have been three-quarters of a mile behind. But it was
not unreasonable to expect that the Pisces was being overtaken again,
and could not call the tug. Tugs with tows are long, unmaneuverable
objects in the river, hard to get around.

The Pisces pilot figured that if he stayed to the port in order to have
the agreed starboard-to-starboard passing with the Trade Master, he
would collide with the overtaking tug and tow, and possibly be so close
to rafts of barges moored alongside of the river that they would be pulled
loose of their moorings by the suction—which happens in the river.
(Having constructed a reality-——which may or may not have been cor-
rect—he acted in terms of it, and not unreasonably, for the passing agree-
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FIGURE 6.7
Tracklines of Pisces and Trade Master
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ment could be changed.) So he blew his whistle and called on the radio
for a port-to-port passing, instead of the starboard one, and turned
sharply to the right (starboard) at the same time. The Trade Master saw
the maneuver, but said it did not hear any broadcast or whistle, and
assumed it was a mistaken maneuver that would be immediately correct-
ed. (Here we have the second construction of reality: the other fellow
made a mistake, and would correct it.) Trade Master did not turn right
herself, because the pilot believed the Pisces would correct the error;
turning right would put the two on a collision course. When the Pisces
kept turning right, the Trade Master tried to call on the radio but only
got a garbled message in return, perhaps from a different boat.

By now they were less than a half a mile apart, and would collide in
one and a half minutes. The pilot of the Trade Master did not turn right,
to turn away from the Pisces, but left, because he feared that he would hit
the tug and tow that had been close behind the Pisces, or the barges on
the far side of the river (all of which would have been better than hitting
the Pisces, but he thought he could avoid this). So he turned sharply,
hoping to cut a circle so close as to miss the Pisces and plow into the soft
river bank closeby. (The navigable channel was less than a half-mile wide
here; end to end, the two ships would take up half of it.) The Pisces
turned even more sharply and backed her engines in order to avoid
hitting the other boat directly amidships, and they collided. The Pisces’
bow rammed into the front portion of the Trade Master. No one was
hurt.

Having decided what vessels were in their paths, and having commit-
ted themselves to avoiding the tug and tow, both boats effected a colli-
sion. I think it is likely, though one can never know, that if both boats
had decided at the last minute to risk hitting the tug and tow and sweep-
ing close to the barges on the far side, they would have had collided
anyway, on the opposite side of the Trade Master. If one had decided
this, and the other not, the accident would have been avoided. But in
terms of probability, a right-left or a left-right decision (avoiding an acci-
dent) is no more likely than a right-right or left-left decision (the actual
one). In terms of commitment to a version of the world, the former
version, retrospectively the safe one, was far less likely to be embraced;
one or the other would have to change their views about the tug and tow,
and change the heading of their ship. The course both took was the most
“economical” and “consistent” one.

The investigating board points out that the Pisces had less to fear from
the tug and tow and the barges than from changing an agreed passing
agreement and cutting across the bow of the Trade Master. This is true,
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but only if one assumes that one has a choice of accidents; it is irrelevant
if the Pisces believed the chances of any accident at all were less if it
turned sharply to avoid the other ship. What the Pisces did not know was
that the other ship did not hear it change the agreement, and would also
turn sharply. The same happened with the Trade Master; it feared hitting
the mysterious tug and tow, and believed it could avoid Pisces. But,
unfortunately, Pisces kept turning. Thus, we may view this accident in
terms of faulty reality construction, “‘explaining” the apparently irratio-
nal event.

The NTSB goes into some other details that we can learn from. The
Board appropriately points out that the Trade Master did not reduce
speed when the pilot first saw the Pisces make the unexpected turn; and
the Pisces did not reduce speed when she first divined trouble. Thus,
neither pilot behaved with prudence. This is true; prudence is sometimes
in short supply in marineland. The Board also faults the Pisces on the
initial right turn after a different passing had been agreed on, thus saying,
in effect, it should have discounted the tug-tow-anchored barge.

But most of all, the Board faults the condition of the radio communi-
cation frequency at the time of the accident. This is a matter we dis-
cussed earlier—the unanticipated consequences of new safety devices.
The requirement that all ships should have radio-telephone equipment,
and use it in passing, is supposed to reduce accidents, the Board ruefully
notes. Unfortunately, it says, a new set of problems arose with the radios
—towboats put theirs on at high power (despite regulations) blocking out
nearby radios, which are generally low-power, hand-held sets on large
vessels. Furthermore, tugs and other ships abuse the airwaves by playing
music on the emergency channel, engaging in much gossip, and doing a
lot of cursing. One pilot on the river at the time of this accident re-
marked that the foul language was lengthy and incredible. In the lower
Mississippi River, foul language seems to be a specialty; four different
vessels associated with this collision testified to the routine use of the
emergency channel for this purpose, or for country music. Because of
budget cuts in 1980, neither the Federal Communication Commission
nor the Coast Guard (the two share policing responsibilities) could do
much to police the abuse. Four recent collisions, costing sixteen lives,
one hundred injuries, and damages of over $12 million were associated
with the abuse of the designated broadcast channel, the NTSB report
notes.’® Life on the Mississippi apparently needs the distractions of mu-
sic, chatter, and swearing. It would probably be easier to change the
technology than the culture.

On May 6, 1981, the Lash Atlantico, a U.S. container carrier, 820 feet
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long with a deadweight tonnage of 30,000, was sailing south in the Atlan-
tic off of Kitty Hawk, and the Hellenic Carrier, a Greek freighter of half
its size, was sailing north. Intermittent fog set in during the early morn-
ing hours. The Lash saw the Helleni: on its radar several miles away, and
judged that she was on the port (left) side, when in fact she was on the
starboard side. Why this error was made is not clear to the investigating
board. The radarscope may have been misaligned; it shows a line that
indicates the heading of ownship, and this may have been off enough to
show the Hellenic to the left of the line, when in fact she was on the right.
The Lash estimated they would pass within one mile of each other at the
closest. The Hellenic also found the other ship on its radar, but correctly
saw that the Lash was to its starboard, and the passing would be within
one to two miles.

As the ships neared each other neither reduced speed, thinking all was
fine. The fog settled in. Then the Lash turned right a bit to increase the
passing difference, or so the crew thought. The distance did not increase
on the radar, so when the ships were only about 2 nautical miles apart, a
more radical course change was ordered on the Lash. Perhaps unfortu-
nately, the master of the Hellenic noted this sharp turn on the radar, and
ordered hard left rudder, just one minute before the collision. But it is
not clear whether it made any difference whether he went hard right, left,
or did nothing,

The captain of the Hellenic ordered the ship to be abandoned, and the
captain of the Lash, which was nor as seriously damaged, managed to
call for help through a satellite communication system, since both the
main and emergency antennas on the Lash were disabled by the colli-
sion. Help arrived quickly, thanks to the presence of the satellite commu-
nication system, and no hands were lost. The damage, including oil
cleanups on the beaches, was about $8.5 million.

The Safety Board had its usual list of criticisms and recommendations:
traveling too fast in fog (but ships with radar, Loran, etc., should be able
to); failure of the Hellenic to sound fog signals (but those of the other
ship were not heard by the Hellenic), failure to carry out a closest point
of approach analysis of the radar data, complicated and time-consuming,
which would take into account the rzlative movements of each (but there
seemed to be no need, since neither ship expected any problem with a
routine passing, until the last minute); failure to use VHF-FM radiotele-
phones to establish a passing agreement (it is not mandatory on the open
seas; despite much effort the Coast Guard has not been able to get the
international shipping community to agree to make this required). This
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list would have helped, but again, the meeting was assumed to be
routine.

There is a hint that the Lash might have fiddled with its course record-
ing device after the accident, and the captain gave a quite unconvincing
reason for not having both radars operating, one of the 3-mile and one
of the 6-mile range. The Lash did not use the radio because the captain
would have had to leave his lookout position too long, but the Hellenic
did not even have its radio turned on. As usual, it is the familiar tangle of
“if only .. .” But what is important about this accident, where two ships
would have passed in the fog if one had not wheeled around to strike the
other amidships, is the initial assumption, or construction of reality, in
this case shared by the captain and the mate. Once having assumed the
other ship was on the left side, each step taken to avoid hitting it made it
worse. The technological fixes were there; they either were irrelevant or
not being used because there seemed to be no danger. It is true that the
fog was dense, but that is a commonplace at sea.

Our last example concerns two ships that collided in the Mississippi
River after a seven-day incapacitating fog which was just beginning to
lift. The fog was impenetrable from the ground up to 30 feet; the air was
clear above that. The downcoming ship, Keytrader, assumed the Baune,
when she was sighted on radar, was pulling out of an anchorage on the
Keytrader’s right side. So the Keytrader called and whistled for a star-
board-to-starboard crossing (a port-to-port crossing is the expected one,
and the Baune was actually on the far side of the river, where port-to-
port would have been the proper crossing). The Baune, having just trans-
ferred from a hand-held radio to the ship radio as the pilot was about to
be relieved, had the set on low and did not hear it; there was also a lot of
traffic on the radio. The whistles were not heard since the wind was such
as to create a “shadow zone” in front of the Keyirader where sound is
considerably reduced. The Baune did not have a watch forward since she
did not expect downriver traffic, having participated in an informal
agreement among various pilot associations and traffic stations (yes, in
some parts of the river, there are even traffic lights) to only move ships
up the river as the seven-day fog cleared; the pilot of the Keytrader,
however, was a federal pilot, and had not known of this decision.

Once the ships could see each other’s superstructures, it was still diffi-
cult to judge positions and directions of movement, because they could
not see the shores, only masts and superstructures of various anchored
ships. The Keytrader was going about 20 knots over the ground, but only
7 knots in the water, which she claimed she needed for maneuvering.
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Nevertheless the inquiry boards (the Coast Guard and the NTSB) cen-
sured her for traveling too fast. The boards censured the Baune for not
maintaining a lookout at the bow, but with the fog 30 feet high, it is not
clear he would have been able to see much; the bridge is much higher.
Thus, all in all, a variety of small failures and special circumstances led
both shops to be totally surprised by the position of the other. Fortu-
nately, the ships did not ground near docks or tank farms. Unfortunate-
ly, the Keytrader was loaded with gasoline; it ignited, and surrounded the
Baune, which was downstream, with a 15-foot wall of flame. Sixteen
persons died and three were injured; the fire burned for fifty hours.

The Larger System

Though 80 percent of marine accidents are attributed to human error,
generally excessive speed in poor weather and errors in navigation, ships
are certainly not free of equipment and design failures. A ship is a fairly
complicated engineering system, as some accidents show. The following
example, our last marine accident, involving the loss of the tankship S.S.
Transhuron in the Arabian sea in 1974, indicates this complexity. But
more important, it gives us a glimpse of the systems a ship on the high
seas is connected with—the operating company in New York, the Indian
government, and passing ships. At this level we are less concerned with
complexity and coupling as an explanation of a particular accident
(though that is apparent) than with the successive links with even larger
systems, which add their own sources of failure. I will draw on a Marine
Casualty Report of the National Transportation Safety board, supple-
mented with a telephone interview with the operating company, which
was very helpful.’!

When the Transhuron was reconditioned, air conditioning was in-
stalled. It was put on the level that was directly under the propulsion
switchboard. This occasioned no comment from the Coast Guard inspec-
tor, because while piping should not be “in the vicinity” of the switch-
board, this piping was separated by a steel floor from the switchboard,
and ran to a nearby condensor.

After installation, engineers found that they needed a by-pass valve
installed so that they could use the cold water system when the cooling
pump needed repair. An iron nipple was installed on the bronze conden-
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sor head, to hold a gauge, and the dissimilarity in metals slowly created
corrosion. Unfortunately, when the unit was cleaned a few years later,
this obscure addition was neglected. At sea, it failed, and sprayed water
into the propulsion switchboard 6 feet above it through an opening in the
deck through which cables from the switchboard passed, and shorted the
switchboard out. Since the system had, at this point, 2,300 volts and
1,000 amperes, it was a big short, and it started a large fire. The crew
failed to disengage another system on the panel, and that system also
failed.

The crew tried two methods to shut the main system down, but both
were defeated by arcing and shorting; they did not try the method the
inquiry board sternly recommended with all the assurance of hindsight.
(One is reminded of the hapless operators at TMI and the assurance of
the pro-industry members of the President’s Commission, who argued
that operator error was the cause.) The Transhuron tried to turn on the
various CO, (carbon dioxide) fire suppressing systems, but they malfunc-
tioned. The fire was put out with hand extinguishers.

With the fire finally out, the master sent an urgent message to his New
York company for a tug; the ship had no propulsion system and was
drifting in the Arabian Sea. The message was sent through the nearest
relay, Cochin Radio, in India. No reply was received, so another was sent
six hours later; then three hours after that; then seven hours after that.
The next morning, thirty hours after the first call, the Transhuron
radioed they were drifting in heavy 10-foot seas through frequent rain-
squalls, 23 miles from an island, with only emergency generator power.
On this morning, September 25, the radio operator at Cochin, India, told
the ship that his station did not recognize urgent messages; all messages
went in and out on a routine, first-in, first-out basis. The word “urgent”
that headed all his messages was simply deleted by the operator.

The company finally replied thirty-one hours after the original mes-
sage, close to a day and a half later. They had received at least the first
two messages, since the second one from the ship gave more details
about the accident, noting that the plug blew out of the air-conditioning
condensor and listing the systems that were completely destroyed. But
the operating company, the Hudson Waterways Corporation, of Manhat-
tan, was not to be rattled. “Keep advised your position,” they cabled.
“Can possible emergency repairs be made. Did salt/water air condition
condenser cause fire. Did control desk cubicle short and blow out what
parts. Did control desk cubicle parts and wiring burn with fire and for
how long . .. " and so on for some length. It concluded, “Answer imme-
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diately and start message with urgent.” 52 They said nothing about get-
ting a tug, or any difficulty in getting one; had they done so, this might
have led the master to call for assistance from a passing ship.

We can imagine what the masrer wanted to reply to this engineering
quiz, with 10-foot seas, rain squalls, no propulsion, and drifting toward
an island, but his response was temperate. “Bombay FCC disallows my
sending urgent messages. Positicn . .. Fifth message since breakdown.
Require assistance.” Meanwhile passing ships had offered assistance, but
the captain was waiting for a tug to be dispatched by the home company,
an unfortunate decision given his condition. Finally he sent Hudson
Waterways a message saying that if he did not get an immediate re-
sponse, “will take personal action.” Again, it is curious that he needed
authorization; according to the policy of the company (personal commu-
nication) and all or at least most companies, the captain is in charge and
can do what he needs to do for the ship and the safety of the crew
(though of course he must answer for his decision later). This message
was sent at 8 A.M. on September 26. At 11 A.M. he sent out a distress
signal.

The distress signal was acknowledged by fifteen vessels, but the closest
was 110 miles away. The ship then radioed Manhattan again asking for
reef and shoal details for the south side of Kiltan Island, so they could try
to anchor as they drew near. They had missed Chetlat Island. These were
the only two islands for hundreds of miles. The captain had passed over
an anchorage near Chetlat Island, the company said later, but unfortu-
nately had not let his anchor hang in the water until it caught on the
bottom. The Transhuron then sent out a more urgent distress signal, and
found a ship about 45 miles away. It sped toward them.

But nothing is certain at sea. The ship, the S.S. Toshima Maru, pre-
pared to take them in tow, came close and fired their line-throwing
gun—but it fell short. The Toshima Maru then signaled that their third
officer had been injured when the gun was fired, and they were going to
the nearest port to take him to a hospital. The master of the Transhuron
was probably beside himself, they were two miles from an island with
reefs and rocks, and being blown toward it, with high seas. He implored
the Toshima Maru to give a tow for a mile, in order to clear the island.
The Toshima Maru refused. The Transhuron then pleaded for just a half-
mile tow, since the lives of thirty-five men were at stake. There was a
long delay, perhaps fifteen minutes, and the Toshima Maru replied they
would try once more, but their line-throwing gun was broken so the
Transhuron should fire a line to them. The crew of the floundering ship
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were shifting their gun to the stern to get a proper shot when the ship
struck bottom. They ‘“walked out” the port anchor and called for the
rescue vessel to come closer. But the Transhuron appeared to be breaking
up in the large swells and was taking on water. Its cargo of special fuel oil
for the Navy in the Philippines began oozing out.

The captain gave the crew the choice of trying to get to shore or to the
Toshima Maru; they chose the former, because of the rough seas, though
the island appeared deserted. The Toshima Maru left. An hour and
twenty minutes later two boats were lowered, and all but the captain and
four other officers left. The officers radioed the operating company
through Cochin yet again. No answer. The next morning the five officers
again radioed, asking for assurance that the crew would be rescued and
“repatriated” from what looked like an uninhabited island. It wasn’t
unhabitated; the crew was safe, the master soon learned, but under ar-
rest, and about to be transported by an Indian naval ship to Cochin.

Late that afternoon, three and a half days since the fire, the master
finally received a second message from Hudson Waterways. They had
acted, and were “doing the utmost.” The message read: “Tug Challenger
leaving Bombay early Friday morning and will arrive your position with-
in forty-eight hours reverting with tugs callsigns etc. Send your position
every 12 hours. No other tug available from Singapore to Persian Gulf.
We are doing utmost expedite tug assistance.”*? That utmost effort
would appear to bring the tug to the grounded vessel in two and a half
. days. But the company did not yet know the vessel was aground when
they sent the message.

Meanwhile an Indian naval vessel appeared and boarded the Trans-
huron and made an underwater survey. All was lost; the ship had a
hopeless crack most of the length of the bottom. For reasons that I do not
understand—they probably concern insurance and salvage matters, but
there may be other legal problems—the master and the four officers did
not leave the ship for the naval vessel, but stayed on board. The next day
the tug arrived, though the master had told Manhattan to cancel it. The
emergency generator ran out of fuel, and the Transhuron started to move
in the heavy seas. The officers prepared to abandon ship. They had to
use an “oar-propelled” lifeboat because, taking precautions, they had
tried to start the engine of a motorized lifeboat before the grounding to
make sure it worked, and it had blown a seal ring in the hand pump and
was inoperative. The swells were 12 to 15 feet.

Launching lifeboats in stormy waters (the time when you most have
need to launch them) is quite difficult, as many.accounts of marine acci-
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dents make clear. Even the ultra-scophisticated, totally enclosed, circular
survival boats used on off-shore drilling rigs, with every imaginable safety
device, flip over and leave their imprisoned workers to perish (eighteen
in one tragic case). Inflatable liferafts are forever failing to fill, or having
filled, blow away in gales, or fall on the swimmers awaiting them, injur-
ing them. In one endless and awful marine tragedy in 1969, the crew of a
naval vessel were trying to castoff the lifeboat they were in when a 2,000
pound bomb broke loose on a cargo deck; the “loose gun” smashed
through the side of the vessel, and dropped into the lifeboat, smashing it
in two.54

On the Transhuron, there was a sophisticated launching device, a
Rottmer Releasing Gear, which releases both ends of the “falls” at the
same time. The falls are devices that handle the rise and fall of the boat
in the swells, preventing it from coming loose prematurely. The radio
operator released the falls at the stern, but the man in the bow was
unsuccessful. In a particularly large wave, the boat, still attached at the
bow, assumed a nearly vertical position and slammed against the hull.
The proper procedure, the Marine Board notes, is to release both falls at
once, from a midships lever. In high, oil-covered seas, this might be
difficult, but certainly not impossible. We do not know why the captain
and officers did not try, or even whether any of the four men were amid-
ships in the 24-foot boat. Upon dropping from the vertical position, the
fall mechanism ripped out and the boat was free. The men managed to
row it away and a motorboat from the tug picked them up.

But still on board was the first assistant engineer, who had lowered the
lifeboat and was to join the four others in it. He ran to get a fire axe to
release the forward fall and was chopping at the rope when it tore free.
The lifeboat was immediately too far away for him to reach so he went to
the upper bridge and launched the inflatable liferaft by rolling the con-
tainer over the side. When the coritainer was in the water he pulled the
painter, which secured the raft to the vessel, to trip the cylinder to inflate
it. It worked, but the wind caught the big balloon and the line ripped out
and the raft sailed away without him. Manufactured by the Switlik Para-
chute Company of Trenton, New Jersey, the painter was supposed to
withstand a tug of 3,000 pounds, but the Marine Board notes ominously,
and without further comment, “Reports have been received of painters
found severed when rafts are opened for servicing.” 55

The engineer then ran to the bow, where there was the least oil slick,
and the boat from the tug managed to get about 30 feet from the bow. He
jumped over and was saved. The officers and the men on the island were
held in Cochin for three weeks under house arrest by the Indian govern-
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ment, and finally repatriated. The Indian government had the rest of the
oil pumped from the ship to avoid further contamination.

This accident, or rather series of accidents, illustrates: design failures
(the location of the gauge, materials used), a procedure failure (gauge and
nipple not serviced), initial operator error (the damage would have been
minimized somewhat—but not much—by deenergizing the control deck
immediately), equipment failure (the CO, system), later operator error
(failure of the captain to request a tow from a passing ship sooner; failure
of the operators in Manhattan to respond promptly and inform the cap-
tain of difficulties in getting a tow, although perhaps they had to get
clearance from the U. S. Department of Commerce, which owned the
ship and used it for Navy business). The failures of the rescue attempt
were multiple—the injury to the officer and failure of Toshima Maru’s
gun, the delay in moving the Transhuron’s gun, lifeboat and liferaft prob-
lems, and so on. This is a particularly valuable story in that we are able
to see a variety of systems interacting with the ship—the operators in
Manhattan, the Indian radio and government, the tug assistance prob-
lem, passing ships, and ill-placed islands. Ordinarily, none of these prob-
lems are serious in themselves; it is only when they come together in a
quite unique situation that we have an accident. Fortunately, it was not a
very serious one. No lives were lost and the ship’s loss would hardly
make a dent in the budget of its owner, the U.S. Department of
Commerce.

Conclusions

As complicated as nuclear power and chemical plants are, the complex-
ities are contained within the hardware and the human-machine inter-
face. We may not grasp the functions of superdeheaters, but we know
where they are and that they must function on call. In the aircraft and the
airways systems, we let more of the environment in. It complicates the
situation a bit. The operating envelope of air becomes a problem, as do
thunderclouds, windshears, and white-outs. There are also other systems
in the air and moving about on the runway. Two government agencies
are concerned with air transport, where only one is important for nuclear
plants (the chemical industry has several, but the impact is minor). With
the marine chapter we encountered a still more complex system, which
required a more extended analysis. The ship itself, with its power plant,
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explosive mixtures, steering apparatus, and draft in shallow channels is
important, but so are other ships, the insurance industry, the fragmented
shipping industry, attempts are regulation, rules of the road, dangerous
cargoes, national jealousies and interests, and, of course, the horrendous
environmental problems of fog, ice, and storms. We had to look much
more carefully than in other chaprers at risk aversion and risk taking,
casualty probabilities, production pressures, and the organization of the
operating unit.

Marine transport appears to be an error-inducing system, where per-
verse interconnections defeat safety goals as well as operating efficien-
cies. Technological improvements did increase output but probably have
helped increase accidents; with radar, the ship can go faster; when two
ships have radar, they are even more likely to collide. The equivalent of
CDTI (cockpit display of traffic information), which is to be introduced
into the airliners, already exists at sea, and is useful only a small percent
of the time, and may sometimes be counterproductive. Anyway, despite
the increasingly sophisticated equipment, captains still inexplicably turn
at the last minute and ram each other. We hypothesized that they built
perfectly reasonable mental models of world, which work almost all the
time, but occasionally turn out to be almost an inversion of what really
exists. The authoritarian structure aboard ship, perhaps functional for
simpler times, appears to be inappropriate for complex ships in complex
situations. Yet it may be sustained by the shipping industry and the
insurance industry who need to determine liability almost as much as
they need to stem the increase in accidents. It is reinforced by the “tech-
nological fix”* which says, “Just give the leader more information, more
accurately and faster.”

In Europe, Michael Gaffney notes, the technological imperative has
been moderated by the social imperative.’ There, the captain and other
officers are trained to work as a team, and the equipment is being de-
signed to sustain teamwork where a lowly helmsman or lookout is ex-
pected to contradict the mate or captain if necessary, where all are
expected to share and check their mental models, and all share the
responsibility.’” This is the first sign I have seen of an exception to this
error-inducing system. It is, as yet, a very small beginning, but it might
unravel a bit of the tangled, self-defeating interconnections.

In the next chapter we move on to a much more prosaic world, firmly
grounded in dams, earthquakes, mines, and lakes. The reduction in rele-
vant system elements is substantial. Mining appears to share some of the
error-inducing characteristics of the maritime world, but they could
probably be corrected with much greater ease. We will see organizational
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failures in the case of the tragic Teton Dam failure, but no complex
technological analysis is needed of that commonplace failure. Only in
earthquakes and lakes do we find substantial potential for enlarging the
system, but it is an interesting one, introducing the notion of eco-system
accidents, something that becomes frightening when we come to recom-
binant DNA research in Chapter 8.
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CHAPTER 7

Earthbound Systems:
Dams, Quakes, Mines,
and Lakes

In this chapter we will deal with the movement of large quantities of
earth or water, whether deliberately or by accident. The production sys-
tems are primitive, compared to nuclear and chemical plants, and there
are few unanticipated interactions in mines and virtually none in dams.
Why, then, be concerned with these systems? First, it is useful to have
some contrast to complex, tightly coupled systems to explicate and illus-
trate the value of our basic concepts. Dams have catastrophic potential, a
matter of interest to us, but dam failures are not system accidents. The
system is tightly coupled but very linear. Mining is a death-dealing activ-
ity, but the accidents are the prosaic ones of a largely linear system with a
fair bit of loose coupling. Accidents in both systems could readily be
reduced; the fatal combination of complexity and tight coupling is not
present. Second, two themes have been emerging from the other systems
that need more explicit discussion: organizational failures, and forced

232



Earthbound Systems: Dams, Quakes, Mines, and Lakes

operator error. The Teton Dam disaster was not so much an engineering
failure as an organization one. It is a theme that will grow in importance
in this book, and this case study outlines it well. Forced operator error is
flagrantly apparent in the mining industry, and our brief discussion of it
will raise doubts about accident investigation and safety programs in all
industry. Third, despite the linear nature of these systems, there is occa-
sion for system accidents when they are linked to other systems in unan-
ticipated ways. Earthquakes not only stem from “the restless earth,” as
Nigel Calder calls it, but from restless humans who think on a small scale
in an ecology that is large scale. With some dams an unanticipated ex-
pansion of system boundaries creates what we shall call an “eco-system”
accident, a concept relevant to the toxic waste problem as well as earth-
quakes. It is also the only way to explain one hilarious example, the loss
of a large lake in a few hours.

Dams

The Grand Teton

When construction of the Grand Teton Dam began in 1972, there was
little reason for concern about its safety. It was being built by the Bureau
of Reclamation, one of eight federal agencies that construct dams, and
there had never been a failure of a dam built by any of these agencies. In
fact, dam failures are quite rare, and catastrophic, or even serious conse-
quences are much rarer. One study concluded on the basis of U. S. data
that there was only one chance in 10,000 of a dam failing in any one year
(a 107* probability); only twelve dam failures were identified in the Unit-
ed States between 1940 and 1972, about one every two and a half years,
and most of the failed dams were quite small. The most common failure
is in the first year of operation—indeed, when the dam is first being
filled; half of the failures occurred in the first five years.! Another study
of dams constructed over a sixty-year period in the United States found
that only thirty failed, a rate of one every two years, or less than two
percent over the whole period.? Small dams built by industrial concerns
and municipalities, generally with little catastrophic potential, are more
likely to fail. We should not forget the small industrial dam that de-
stroyed the whole community of Buffalo Creek in West Virginia in 1972.
The fascinating sociological classic, Everything in its Path, by Kai Erik-
son, tells the story of the history of the community, the disaster, and the
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poignant attempt of the survivors to establish new lives when the social
web of their community was destroyed.?> Not insignificantly, Erikson
gathered his data while helping in the preparation of a lawsuit against the
mining company, which had ample warning of the danger they had creat-
ed; the suit was successful.

In eastern Idaho, there is a plain of low population density, watered by
the Snake River and farmed. There had long been an interest in building
a dam in a mountain pass, to conirol the runoff during the spring and
nourish the land during the hot summer. As a result of severe weather,
the area was declared a drought disaster area in the summer of 1961,
only to be declared a flood disaster area six months later in 1962. The
next year the Bureau of Reclamation proposed a dam. The year after that
a bill passed Congress with no opposition. The dam was to be on a
tributary of the Snake River, and would be an earth-fill structure 310 feet
high and about six-tenths of a mile long, creating a large lake 17 miles
long in a 22-mile-long canyon. It would include a hydroelectric plant. An
environmental impact statement for such enterprises was required by a
law passed in 1969, and when one was issued for the dam in 1971 there
were environmental objections raised, but there was no concern about a
dam failure.4

Construction began early in 1972. In December of that year a group of
geologists from the U. S. Geological Survey were working in the area,
and became concerned about the dam since they had evidence that the
area was seismically active—that is, had recently had earthquakes. One
of the geologists drafted a memorandum intended to alert their superiors
in the Geological Survey and officials in the Bureau of Reclamation of
the danger. The memo urged that the Bureau be informed as soon as
possible, “certainly within a month or two” (which is very soon in such
circles) that major destructive earthquakes could occur in the area. In
fact, there had been five earthquakes within 30 miles of the dam within
the last five years, they noted, and two were of substantial magnitude.
They also wanted to remind the Bureau that there was evidence that
reservoirs actually cause earthquakes.

For example, in 1935 the Colorado River was dammed, creating the
large reservoir called Lake Mead. In the next ten years, 6,000 minor
earthquakes occurred in what was previously an earthquake-free area.
The underlying rocks—actually a thin skin in terms of geologic propor-
tions—had 10 cubic miles of water set on top of them. More violent
disturbances were created when the Kariba Dam in Africa was built in
1963 through 1966. When the Koyna Dam in India was being filled with
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water, there was a violent earthquake which cracked the dam and killed
177 people living nearby.’

The geologists were sufficiently alarmed to note at the end of their
draft memo that a failure would cause an enormous flood. Further, they
noted satirically: “Since such a flood could be anticipated, we might
consider a series of strategically-placed motion picture cameras to docu-
ment the process of catastrophic flooding.” ¢

The original memo was revised and expanded to seventeen pages, de-
tailing the problem and concluding that their observations and other
evidence “bear upon the possible safety” of the proposed dam and
should be made available as promptly as possible. But the officials in the
regional office of the Survey in Denver and the national headquarters in
Washington, D. C., objected; there was too much “emotion” in the
memo. It was redrafted several times. The team members finally became
disgusted with the process of repeatedly redrafting the memo to meet the
criticisms of Denver and Washington; indeed, as other information came
in, they did not bother to report it because of the difficulty they had in
trying to communicate the early warning,

The memo finally reached the Bureau of Reclamation six months after

"it was first drafted. By then, the urgency was sapped from the carefully
worded memo. While all the facts remained, the implications now drawn
were as bland as could be contrived: “We believe that the geologic and
seismic observations, though preliminary, bear on the geologic setting of
the Teton Basin Project.” 7

Though there is no evidence in the House Committee report relating
to this, I think the Geological Survey’s action (or lack of it) is readily
understood, though it is deplorable because of the risks they imposed
upon the public. The Bureau of Reclamation had by then spent
$4,575,000 on the designs and the initial construction of a dam in a
particular spot. An agency would not normally run to an adjoining and
cooperating agency, and say, ‘A mistake has been made. Four and a half
million dollars have been wasted because of it. Find another spot, or
redo your work even though it may double your costs.” Agencies have a
long-term interest in cooperation, and will not make hasty charges such
as this. Nor was the Bureau likely to readily abandon construction on
such grounds. Even if there were more earthquakes, the dam might not
be damaged. The Nuclear Regulatory Commission did not order a halt to
the construction of the Diablo Canyon nuclear plant after it was discov-
ered that it was a few miles from a major fault. It was also very reluctant
to refuse a permit, though it finally did, to the Westinghouse Corporation
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to build a nuclear plant in Taiwan in an area that had had severe earth-
quakes (and tidal waves, and four nearby active volcanoes). Some calcu-
lated risks must be run, the reasoning seems to be, or nothing worthwhile
will be built.

In July of 1973 the revised memorandum was delivered to the Bureau
of Reclamation. There it appears to have had no impact. One of their
geologists discussed it with one of the authors of the memo, but then
dropped the matter. Another Reclamation Bureau geologist disclosed the
attitude of the agency: he made a marginal note that they should prepare
some “constructive criticisms™ of the Geological Survey’s memo. The
House Committee’s report editorializes strongly at this point that a seri-
ous warning by professionals that the dam might not be safe was ignored
by the Bureau that was constructing it. Construction should have been
halted until the issues were resolved, it said.®

But in any case it wasn’t an earthquake that caused the dam to tumble.
It was far more prosaic. The Bureau ignored its own data that rocks in
the area were full of fissures, and in addition they filled the dam too fast.
The cracks in the rocks were discovered as early as 1970 by a Bureau
geologist; he was concerned, but concluded that the widest fissures were
only 1.7 inches, so they could be grouted—filled in with a cement. But in
1973, with the dam half-built (that is probably the important point), the
Bureau found that on the right side of the dam the cracks were caves,
large enough for a person to walk through. The amount of grouting even-
tually used in the dam was over twice as much as had been estimated,
and most of the grouting was needed in the right abutment, where the
caves were. All it takes to bring a dam down is one crack, if that crack
wets the soil within the interior portions of the dam, turning it into a
quagmire. Grouting is not an exact science, and cannot be guaranteed to
seal all cracks. When cracks of that size are found, the House Committee
felt, the confidence of the Bureau in the grouting was no longer
warranted.

Even after the dam had failed, however, the Bureau publicly insisted
on its confidence in its grouting. The House Committee was incredulous
about their stubborn insistence. But this may just mean that a stone wall
that invites incredulity may be more attractive than an admission that
could result in reorganization or replacement of key personnel.

We now have a warning about earthquakes, including the argument
from geologists that even a small one could turn the rock and soil to jelly
because of groundwater seepage, and a warning about large fissures into
which 118,000 linear feet of grout was pumped under high pressure. One
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might think this would heighten the perception of risk and encourage
future caution. In fact, the fissures did bother the Bureau; a memoran-
dum spoke of the potential hazards of “fissures and other foundation
voids in close proximity to the embankment.”? Seepage could be a seri-
ous problem, the memo noted. But they went ahead, filling the reservoir
at the standard rate of one foot a day as set in the original design.

But five months later, while the reservoir was still filling, the project
construction engineer asked for permission to fill it twice as rapidly.
There were higher runoffs from the heavy winter snows than had been
expected. Besides, he said, this would provide an opportunity to test the
grouting (but he did not indicate what would be done if the test failed
catastrophically), and would provide full-power generation sooner, and
finally, provide recreational benefits. They would continue to have daily
inspection for leaks, of course, and continue to monitor the groundwater
in the nearby wells, which would provide evidence of dangerous satura-
tion of the area. .

A month later a memo indicated that the monitoring effort was faulty,
and that conditions underground were not favorable. Some data in this
memo were six months late, due to winter conditions; three of seventeen
other monitors were malfunctioning. Most important, the monitors that
were functioning indicated that the rate at which groundwater was flow-
ing was 1,000 times that which had been anticipated. They continued,
nevertheless, to fill the dam. Indeed, they increased the speed to four
times the normal rate, for recreational, power, and “test’” reasons.

Two months after this alarming report, on June 3, 1976, two leaks
were located downstream of the dam, and a third was found the next
day. The project engineer, Mr. Robinson, said he was not worried; the
leaks were running clear, and clear leaks are common in earth dams.
Two more appeared the next day, and there was no question about the
seriousness of these leaks. One of these was 132 feet below the top of the
dam, where the right abutment joined the actual dam—the area of the
caves—and the other leak was below the first, at the foot of the dam.
This last one leaked 22,000 gallons a minute. An hour and a half later,
the final leak appeared, in the same area. As it grew, it sucked material
from the embankment through an ever-widening hole. Earth-moving
crews tried to fill in the hole, but a whirlpool grew ever larger, and just
after they abandoned their equipment and fled, it sucked the equipment
in. Warnings were flashed to the people below the dam. Mr. Robinson,
one assumes, was now worried. At 11:57 A.M. on June 5, 1976, the dam
was breached.
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Congressman Leo Ryan of California headed up the subcommittee
that conducted the investigation and wrote the report. Here is how he
described what happened next at the subcommittee hearings:

The huge reservoir covering 17 miles of the upstream river and holding 80
billion gallons of water burst through the collapsing wall and tore into the
Idaho countryside with an almost unbelievable force. It stripped top-soil from
fields; it tore the pavement from roads; it twisted railroad tracks from their
beds; it lifted houses and barns off their foundations; it uprooted trees; and it
swept thousands of livestock along in its flood.

In the end, eleven people were dead. Thousands were homeless. Whole
towns were destroyed—literally ripped apart by the force of the water—then
coated and littered with tons of mud and silt and debris.!°

More than 100,000 acres of farmland were destroyed and 16,000 head
of livestock were lost. Total property damage was estimated at the time
to be over $1 billion. Fortunately, there was enough warning to permit
evacuation of some areas, and it happened during daylight hours. No
movie cameras were present to record the catastrophe, as thé geologists
had recommended with tongue in cheek, but some stunning photographs
by tourists made the covers of news magazines.

An Ancient but Inexact Science

The ancient Romans built fine dams that still stand—but they were
small. We have had a lot of experience with dams, including ones as
large as the Teton. Yet two observations are relevant: we do not take
dam-building seriously enough to have adequate inspection of dams and
designs; and we really don’t know that much about building them after
all. Congressman Ryan’s subcommittee noted that recommendations to
have more adequate inspection never seem to get past the Office of Man-
agement and Budget. In 1976 it was estimated that of the 49,329 dams in
the United States, about “20,000 were so located that any failure or
misoperation could result in loss of life and significant property dam-
age.” (We have had a lot of experience with dams and their failures,
however, which indicates that warnings are often available, limiting the
loss of lives.) Dam safety programs were either nonexistent or inade-
quate. Eight federal agencies build dams, but only three of them were
considered to have adequate safety inspection programs, although the
Bureau of Reclamation is ironically one of these three.!!

As desirable as it would be to have more inspection programs, it is not
clear that it would make a great deal of difference. The lessons from the
Teton Dam failure is that the heads of the project simply refused to
believe that it would fail, even after their own alarming inspection re-
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ports. Indeed, shortly after the disaster, the Bureau circulated a publicity
release. In it they asked, “With the benefit of hindsight, was there any-
thing that Reclamation might have done to prevent this disaster?” And
their answer to their own question was, simply, “Nothing.” 12

If the officials were embarrased by the failure and the eleven deaths,
they never indicated it. None lost their jobs, or were sued. In Europe life
is not as easy for engineers. When the Malpasset Dam failed in France in
1959 the chief engineer was legally charged with negligence and homi-
cide. A similar charge was filed in Italy when the worst dam disaster in
history occurred.

It happened on October 9, 1963, at the Vaiont Dam in Italy, an 875-
foot, highly engineered, extraordinarily large arch dam. When canyons
are dammed, the sides of the canyon that are underwater are subject to
some “lifting,” because the water makes the rocks and soil lighter. If
there are long dormant slide areas in the canyon, the lifting may reduce
the pressure enough to disturb the equilibrium. This may cause a land-
slide, especially if heavy rains encourage it. At the Vaiont Dam a heavy
landslide dumped enough material in the reservoir to produce a 330-foot
wave (over one-third as tall as the dam itself; that is like dropping a golf
ball in a cup of coffee). The wave swept over the top of the dam and
killed 3,000 people in the narrow canyon and valley below. The Italian
government, acting on findings by a technical board, held that the disas-
ter was a direct result of “bureaucratic inefficiency, muddling, withhold-
ing of alarming information, lack of judgment and evaluation and lack of
serious individual and collective consultation.” (It is a conclusion remi-
niscent of the congressional inquiry into the Teton disaster.) Fourteen
engineers were suspended and prosecuted for manslaughter, an extraor-
dinary event, the likes of which I do not believe U.S. society has ever
seen.

Naturally the engineering and geological profession was alarmed by
the court’s findings. It is not a precedent one likes to have set. The
sentence was said to have been premature by subsequent professionals.
One said, “The sliding could not possibly be foreseen by anybody in the
form in which it actually took place.”* But though the form of the slid-
ing could not be predicted, the possibility of some sliding on the steep
canyon walls was considered during design and construction. A similar
fate may lie in wait for another high, thin dam, this one in Peru, 250
kilometers upstream from Lima, at Tablachaca. After filling, a prehistoric
landslide was discovered, now sliding into the dam at the rate of one
meter a year in the last two years. A large slide could fill the reservoirin a
few seconds.
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In the case of the Tablachaca Dam, the Peruvian government is fore-
warned and has called in experts. 1t is not a mysterious interaction of the
dam and the ancient earth it has disturbed. Most dam failures are no
more mysterious. Still, once a failure has taken place, it is sometimes a
matter for intense debate as to just what happened. This is true of the
Teton failure. Did the dam sink, or did it float? One geologist noted that
the dam was not built on bedrock but on a brittle, cracked surface unit—
which revealed, he said, a “colossal misunderstanding of the fracture
pattern of volcanic rocks and a serious misconception of groundwater
flow systems” on the part of Reclamation’s geologists. When the dam
was loaded, there may have been differential compaction, such that one
side of it sank. Sinking only a matter of centimeters would exert tremen-
dous pressure. !4

Another expert also faulted the Bureau, but advanced a floating the-
ory. The ground water underneath the dam built up pressure as a resuit
of the unusually high runoff in April and May; this may have caused
some lifting of the reservoir basin following a shear zone along the right
abutment. The dam may have floated under the pressure.'’

One ingenious experiment tested the knowledge of geotechnical engi-
neers on a very prosaic, commonplace, but practical matter—how high
can you build an embankment before it collapses? The results demon-
strated that the experts differed greatly among themselves, and were all
wide of the mark.

Geotechnical engineers from the Massachusetts Institute of Technol-
ogy had been experimenting with the stability of clay foundations as a
stretch of highway was being built through some marshy land. The high-
way construction was abandoned, so they had a chance to conduct a test.
A stretch of the embankment was about 38 feet high, and various moni-
tors were embedded in it and the sand and gravel working mat. The
engineers proceeded to add more fill to the embankment to see at what
point it would collapse. It did so after the additional fill had raised the
height another 18.7 feet, for a total of 56.6 feet.

They then gave all the relevant data on the clay foundation, the mat,
the fill, the width, et cetera, to seven experts, and asked them to predict
how much higher the fill would go beyond the 38 feet before the embank-
ment collapsed, and to indicate how confident they were of their predic-
tions. Five predictions were substantially below the actual amount, two
others substantially above it, with the range running from 8 to 27 feet
(true value, 18.7). Furthermore, the experts indicated their interquartile
ranges for the added height to failure, giving us an answer to the ques-
tion: What is the lowest and highest height at which the embankment
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will collapse in order to be right at least 50 percent of the time? There is a
50-50 chance that the actual value will lie in this range.

Not one of the seven experts thought that the observed value of 18.7
feet would have a 50-50 chance of falling within their range; that is, all
the interquartile ranges were either below this actual figure or above it.
They also had high confidence in their estimates.!¢

Dam building, then, is an old but still inexact science; even the prosaic
matter of low embankments, which exist all over the country and the
world, is imperfectly understood. No political or organizational or eco-
nomic problems complicated this simple test.

Radioactive Dams

Dams, unfortunately, do not only hold water; several in the Southwest
hold radioactive mill “tailings™ (waste sand and clay) from uranium
mines, from which 15 percent of the uranium has been removed, leaving
about 85 percent of the uranium ore still in this dirt. Of the fifteen
accidental releases of tailing slurry from 1959 to 1977, seven have been
from dam failures.!”

On June 16, 1979, one of these dams broke at Church Rock, New
Mexico, and released 93 million gallons of contaminated liquid and
1,100 tons of hazardous solid waste into an arroyo. The toxic materials
then flowed through an Indian Reservation, on to Gallup, New Mexico,
and then on into Arizona, where minute amounts of it probably ended
up in Lake Mead, a water source for Southern California. Measured con-
tamination extended over 100 miles of river bottom beyond Church
Rock. But some experts testified during a congressional hearing that un-
measured contamination will extend further and eventually contaminate
ground and lake waters. Some of the contamination sank 30 feet into the
soil and eventually is expected to reach the food chain.!®

Cleanup by United Nuclear, which built the dam, started immediately,
and at the time of hearings, three months after the burst, 3,500 tons of
streambed material had been removed from the first 10 miles of the
stream, by workers using shovels, buckets, and 55-gallon drums. (The
streambed was too soft for large equipment, and the company said di-
verting the stream and letting it dry hard enough to hold heavy equip-
ment would be too expensive.) Company officials asserted that there did
not seem to be any health problems as a result of the uranium
concentrations.

United Nuclear claimed that the failure was due to a unique and unex-
pected outcropping of rock that caused differential settling. A previous
crack that occurred was unrelated to the failure, they said. The com-
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pany testified that, unfortunately, the liquid in the dam “temporarily
exceeded” the sand beach buffer and got to the dam; because of the
settling, this liquid caused internal erosion, leading to the failure.!

However, documents from the Corps of Engineers, an independent
engineering firm called in at the tiine of the accident, officials from the
State of New Mexico and the U.S. Environmental Protection Agency,
United Nuclear’s own records, and other testimony told a different story.
The company’s own geologists had warned of bedrock problems and the
need for continuous inspection; the company agreed to put in sensors but
didn’t; the company’s design called for buttressing the dam structure, but
they did not do it; some cracking in 1977 occurred and should have
given warning, but the State Engineering Office was not even informed,
contrary to an agreement; and the dam did not incorporate all the neces-
sary protections that the company’s engineering consultant had advised.
Nor was the proper compaction of the dam material performed. A Nu-
clear Regulatory Commission official testified that cracks appeared in
January of 1979, a few months before the failure, giving “significant”
warning. Drain zones were not built, though they were in the plans. The
freeboard (distance between the top of the dam and the top of the liquid)
was supposed to be 5 feet but it was only 20 inches; the dam was over-
loaded 50 percent beyond its design capacity. The cleanup had only six
to ten people with shovels involved for the first month, until the state
wrote a letter saying, “Get on with it.”?° This was not a system accident;
components failed because of improper management, which included
taking calculated risks.

Quake Making

The Teton disaster was a component failure accident of design and oper-
ator (management) error. But disturbing the earth’s surface on a grand
scale is always a bit risky; a geologic and geothermal system is being
altered. The disturbances may create system accidents rather than the
much more preventable component failure accidents. Increasingly we are
going into the thin mantle that separates us from the core of the earth, in
search of minerals, water, garbage cans, or containers for explosions.

In the process, we have created earthquakes in more mysterious ways
than through the filling of dams. Some of these are worth a brief exami-
nation. Underground nuclear explosions have set off earthquakes. For
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example, in 1968 an underground explosion in a Nevada test site gave
rise to thirty small earthquakes within three days. Apparently, an old
fault was reactivated by the explosion. Minor tremors continued for
weeks.2!

Such concerns led to protests by Canada and Japan about a series of
underground nuclear tests along the Pacific tectonic plate. The United
States set off explosions in the Alaskan Aleutian Islands, but Canada and
Japan were concerned because the plate runs from Vancouver, British
Columbia, to Japan. Fortunately, no disturbance of the plate was
apparent.

Denver, Colorado, had a mild earthquake in April 1963. It was a sur-
prise, since there had not been an earthquake in the area in eighty-one
years. Small ones continued for several years;, one in 1967 did a little
damage to the city. It turned out that the army caused them.

The army’s Rocky Mountain Arsenal is 10 miles from Denver. It man-
ufactures toxic materials, such as nerve gas, and had to get rid of large
amounts of contaminated water. For a time they just put it into holding
ponds, but this led to the death of crops, livestock, and wild life. So they
dug a well, 2 miles deep, and forced the garbage into it under high pres-
sure. Six weeks later there was the first earthquake, and then an almost
daily series of minor tremors. The source of the earthquake was sus-
pected within a year, but the army denied it could happen and went on
pumping. The water, under high pressure, forced the old cracks in very
old rocks to grow, and this allowed the rocks, under pressure from tec-
tonic movements, to slide in jerky movements over one another. Even
after the pumping stopped, for a time the pressurized water continued to
force open the cracks. About two years after the army finally stopped the
practice, the earthquakes also stopped.

Similar mishaps occurred in another part of the state when an oil
company forced water into drill holes to increase the flow of oil; earth-
quakes appeared, and stopped a while after the practice ceased. The Na-
tional Center for Earthquake Research took over a part of the field for
deliberate experimentation. When they pumped water in, earthquakes
occurred; when they pumped the water back out, they stopped. This led
to a recommendation that part of the San Andreas fault near San Fran-
cisco be locked into place in a series of 500 operations. In each operation
they would first withdraw water from two bore holes about 1,000 yards
apart, then force water into a third hole in between the others. The with-
drawal would lock the ends of the segment in place, the insertion of
water in the middle would create minor earthquakes as the pressure in
the fault caused the rocks to slide over one another. The result would be
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pressure relief along that part of the fault. Since the Pacific plate moves
northward at about 2.5 inches a year, it builds up tremendous pressure.
In some places near San Francisco the rocks are estimated to be 13 feet
out of adjustment. Working like a chiropractor on the earth’s spine, the
scientist would create controlled adjustments along the spine of the fault
where layers of rock have to slip under one another. Fortunately, the
fault is close to the surface here, and appears to be self-lubricating below
a depth of about 12 miles.??

The risk, of course, is that it might not cause a minor adjustment, but a
catastrophic one. It would be tried out in an unpopulated area first,
presumably, but even if it worked there, who can tell how the San An-
dreas fault would behave? Isn’t it possible that a large earthquake could
be precipitated, one that might not have occurred for another century?
Or five centuries? How much do we know about what goes on under the
earth? There are few occasions to test such devices as filling or emptying
boreholes. In fact, in massive enterprises such as dams or burying hot
nuclear wastes, an experiment is not possible. We cannot carry out de-
structive testing of large dams. We are even wary of seeding hurricanes,
on the off chance that the storm might then change direction or get
worse. Perhaps for this reason-—an awareness of unpredictable eco-
system accidents, rather than the economic costs—the chiropractic cor-
rection has not been considered for several years. We will return to the
question of eco-system accidents in the case of a lake, and again, more
fully in the conclusion of the chapter.

Mining

Subsurface mining in the United States is clearly a dangerous occupa-
tion. But the vast majority of fatal accidents are single person deaths; all
of them are first-party victims, in our terminology. The mine, as a sys-
tem, is rarely visited by system accidents, as far as my search efforts
indicate. Graduate students and | examined the files of all accidents
reported to the Canadian equivalent to our Occupational Safety and
Health Administration (OSHA) for 1980, and searched the mine safety
journals and OSHA statistics for the United States. What we found in
mining was: (1) an inherently risky task; (2) frequent equipment failures,
failures of the environment (such as rock explosions), and operator error;
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(3) disasters that were generally avoidable and had ample warnings; and
(4) only a few indications of possible system accidents.

On the Interaction/Coupling Chart in Chapter 3, mining is seen as
fairly loosely coupled, and a bit more complex than linear. The argument
for loose coupling is that when failures occur there is generally room for
recovery because affected areas can be segregated; alternative sequences
can be used for a time; some slack resources exist, and indigenous substi-
tutions can be made in many cases. Yet it is not as loosely coupled a
system as, for example, manufacturing firms, governmental agencies, or
universities. There are time-dependent processes, there is only one way
to perform certain activities, and the nature of the physical site elimi-
nates some slack in resources.

The production process itself is linear—loosen the material, prop up
the roof, remove the material, with few transformation processes in-
volved, other than explosives. But the setting can create unexpected,
unplanned, and invisible interactions, largely in the matter of the flow of
gases and pressures in the complex web of shafts and tunnels and ventila-
tion holes. Some of these are probably unavoidable; there are simply too
many interacting factors to anticipate just where an explosive mixture
will be formed, and where it will explode; which doors will be blown out,
forming unexpected paths for the force of the explosion and the danger-
ous gases to travel. Mines, then, partake of some aspects of both complex
and linear systems. It appears that some of the complexity is irreducible,
though not all of it. A good bit of the tight coupling has been reduced
over the years, and more could still be done in that respect. Most clearly,
more could be done to reduce the occasions for failures of parts and
units; incidents abound in these systems, though they rarely lead to sub-
system or system failures. In this discussion of mining I wish to demon-
strate that inherently dangerous activities are not necessarily prone to
system accidents. In doing so, we shall also learn more about what passes
for “safety”” investigations in the United States, and the prevalence of
“blaming the victim.”

Inherent Danger

Mining is inherently difficult and dangerous. Explosives are used.
Tunnels are dug, and can collapse. The lighting is poor; it is virtually
impossible to eliminate deep shadows and glare because of turns and
bends, and large pieces of moving equipment. Communication is diffi-
cult because of the noise and the remoteness of parts of the mine. Venti-
lation is difficult to control; a great deal of air needs to circulate through
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a mine to remove toxic and explosive gases and coal dust in coal mines.
A continuous strong wind is blowing in most tunnels and shafts to clear
out the fumes and explosive dust. The work requires large pieces of
moving equipment and large power tools. It is performed in exceedingly
cramped spaces, and it is slow and difficult to exit from the system.

In such an environment, component failures are frequent. Looking at
the accident reports, one is struck by the frequency with which reports
are littered with failed clutches, broken drills, broken warning devices,
electrical or power failures, and so on. It seems that machinery is simply
prone to failure, or, more likely, is poorly maintained and forced to its
limits in this environment. A frequent “component” failure is the per-
sonnel. We do not know the extent to which personnel are trapped into
“forced errors” through production schedule demands or long shifts be-
low the ground (eleven-hour shifts are mentioned), or, on the other hand,
the extent to which there is a “macho” culture that provides psychic
rewards for risk taking. I am sure that the first exceeds the second; a risk-
taking, macho culture has probably developed to make sense out of what
is a fairly inhuman activity, a view of this world that makes it conceivable
that one could function in it. But whatever the cause, operator error,
forced or unforced, is common.

Finally, there is the obvious failure of the “environment.” It is simply
not possible to judge where faults will occur in the roofs or sides of the
shafts and tunnels. Falling rock from the ceiling or the sides of the tunnel
is a common problem, but explosions of rock, called “destressing,” are
more fearsome. These occur when rock, which is inevitably under tremen-
dous pressure a mile underground, has the pressure on one side of it
changed; the pressures from the other sides cause it literally to explode. It
is difficult to predict when this might occur. Destressing is sometimes
engineered, or planned, in order to make the face that is being mined safer.

To give us some idea of the range of accidents, here are a few brief
descriptions from an article in a safety journal designed to show that the
risks are especially high for inexperienced miners. In the first six months
of 1979, fifty-three persons were killed in metal and nonmetal mining
activities (not all of them subsurface), and the article gives some details
about a few of the accidents. (The article shows that half of the deceased
had less than one year’s experience at the job they were doing, but the
statistics tell us nothing about the role of experience since we do not
know the “base rate”—proportion of all miners that are inexperienced.)
Treating it as a typical sample of accident investigation in this industry,
we can learn not only about working conditions, but also about the basic
assumptions of accident investigators and reports.2
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An employee in a Texas limestone quarry was working his usual
eleven-hour shift, which consisted of shoveling away the crushed lime-
stone that had fallen underneath a 4-foot wide conveyor belt. The mate-
rial apparently was hard to remove from under the belt, and there were
no provisions for stopping the belt. The safety journal reports that the
Mine Safety and Health Administration (MSHA) investigators conclud-
ed that “the victim had crawled under the conveyor belt while it was
running for unknown reasons.” (An obvious known reason would be that
doing so was the only way to keep the materials from building up to
where it would damage the conveyor belt—which was, after all, his job.)
The shovel he was carrying apparently got caught between the return
idler (a spinning pulley) and the belt, jerked his arm and body and pulled
his hand and arm in between the pulley and the belt before he could let
go. When his head struck the idler, his jaw and neck were broken.

The causes of the accident, according to the investigator’s report, were
the “victim crawling into an unsafe position under a running belt con-
veyor and management’s failure to guard the return idler at the pinch
point. A contributing factor was poor equipment design which created
spillage and buildup on the return idler under the belt conveyor making
the cleanup necessary.”?* Note that the investigators agree the cleanup
around the idler was necessary because of poor design, and that the idler
was not guarded; but they still insist that the operator crawled into there
for “unknown reasons.” It is a small incident, and could have occurred
in a manufacturing plant, but it gives us some idea of what most people
in the accident business mean when they classify such accidents as “op-
erator error.” One might truly say that this was a *“forced error,” as we
described them in our discussion of TMI,; if the operator did not keep the
idler area clean, one strongly suspects, he would be forced to look for
another job.

MHSA blamed the company for poor signs and practices in the next
accident. The investigation hardly seems to have been worth the effort.
Two men were working with “slusher buckets,” dredging an area after a
blast. The area was unsafe; a danger sign was posted. The men had to
drag the buckets around a corner, making the work especially difficult.
About twenty minutes before the accident, two supervisors visited the
area and were aware that much of the roof was as yet unsupported and
could cave in. They said they told the miners to “work safe, don’t take
any shortcuts.” They later told the investigators of the accident that they
were not overly concerned about an accident because they had told the
miners to stay away from the unsupported area through which they were
dragging the buckets. But the slusher buckets began hanging up, and one
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miner jerked the cables to free the buckets. Eight tons of material came
down on him. What is interesting here is the defense of the supervisors:
We warned them to work safely. The Mine Safety and Health Adminis-
tration investigators were presumably satisfied. They did not question
why the company would have anyone working at all where there is a
known danger from unsupported sides and roof.

A quarry mine accident in Georgia reminds us that while there is
powerful machinery around, much of the work is done with shovels and
sledgehammers, and these can be dangerous. A man driving a steel
wedge into a granite block was killed when the wedge broke and a sliver
of steel punctured a neck artery. “The accident was attributed to failure
to properly maintain the wedge,” presumably a failure to apply sonic
testing after each blow! The MSHA investigators also found that if the
man had been swinging the wedge from a standing position on top of the
block, the “proper” position, rather than from the base of the block, “he
might have been struck by the flying steel sliver in a less vital body area.”
Of such attributions of operator error are accident investigations
constructed.

The next accident occurred in a Wyoming uranium mine. A worker
walking with a probe over his shoulder was run down and crushed by a
bulldozer that was backing up. The sound level in mines is frequently
deafening when heavy equipment is working. The dozer operator could
not see in back of him very well because the ripper blade was raised. The
backup alarm was defective in the reverse gear that the driver was using.
(No matter; the caverns reverberate with the beeps of backup alarms
anyway.) But for the investigators, the “direct cause was the victim’s
failure to notice the bulldozer’s movement before he started walking.”
Thus we have another certified “operator error,” with a ritual admoni-
tion to the company to keep operating equipment in working order.

Another operator error accident occurred in a New York shale rock
pit. The victim’s job was to watch a bin and signal when it was filled by
an inclined belt conveyor. There was an automatic bin level indicator,
but it was considered less reliable than having someone observe the bin
and signal. The conveyor stopped on the automatic signal instead of on
the observer’s signal, so someone went to see what happened to the ob-
server. The article states:

It was believed that the victim had stepped onto material which collapsed
under him due to an unseen void or bridging, trapping his legs, and that he
had then been covered by material still running into the top of the bin.

Main cause of the accident, MSHA investigators found, was the observer’s
entry into the bin without a safety belt and tie-off line and without making
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sure a co-worker was on hand, as well as failure to deenergize and lock out the
conveyor system. Contributing factors, investigators said, were the victim’s
failure to notify the loader of his intentions and management’s failure to pro-
vide adequate job training and proper supervision.?

We do not know why the workman stepped into the bin, but it must
have been to correct a problem. Whether the safety belt with a 5-foot
nylon clip line would have helped him after he was covered by shale is
dubious. No co-workers were around, the account makes clear, to call or
to watch; and shutting down the conveyor for what was probably a mi-
nor problem would likely bring about censure. One cannot know; per-
haps the workman simply did a very stupid thing. It happens with the
best of us. But again, “operator error” is an easy classification to make.
What really is at stake is an inherently dangerous working situation
where production must keep moving and risk taking is the price of con-
tinued employment.

The article continues with several more accidents in this vein, selected
to illustrate “the value of experience and training and the perils of ignor-
ing the dictum, ‘It can happen here.’”” As I have tried to indicate, even
this selection suggests that experience and training are perhaps less rele-
vant than job pressures, careless management, and supervision, and
above all, the inherent dangers of these enterprises. None of these are
system accidents. The system is not very tightly coupled nor complexly
interactive. We also examined extensive material, including unedited
OSHA accident reports, that the public interest group INFORM ob-
tained through a Freedom of Information action regarding fatal and seri-
ous accidents in the smelting industry. Smelting is quite loosely coupled
and linear, resembling most manufacturing far more than, say, the chem-
ical industry. Even though there are some resemblances to processes in
the chemical industry, accounts of all fatal accidents for two years re-
vealed none resembling system accidents. This is as we would expect.

Complexity and Coupling in Mines

Not all accidents are caused by the simple component failures described
above. There are still elements of tight coupling and complexity in
mines. They are being reduced through new regulations, fortunately (or
were until the changed health and safety policies introduced by the ad-
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ministration of President Reagan in 1981). The U.S. Bureau of Mines
now calls for multishaft ventilation and for segmented ventilation; this
eliminates many common mode failures where the whole air supply is
endangered by a collapse of one ventilation shaft or the failure of one set
of fans. Single shaft mining was fairly common until the Bureau required
multiple escape passages, in effect requiring multishaft mines. A jammed
elevator alone could result in a disaster in a mine with only one escape
passage. Another regulation required that unused sections of mines be
sealed off. These sections have the capacity for creating toxic gases, or
can be used for unauthorized activities (smoking, dumping chemicals);
sealed off, the problem is lessened.

One obvious problem with mining is the lack of direct information
about the system state, a characteristic of many systems with complex
interactions. This is most apparent in roof falls, or ““falls of ground” as
they are usually called, a frequent and dangerous accident.?® Gases and
explosive dust constitute another serious uncertainty. Mine explosions
are the biggest source of serious accidents. Methane gas escapes from
underground rock, and is a particularly serious problem where coal seams
exist, though methane explosions have also occurred where other mining
or tunneling was going on. (A water supply tunnel under Lake Huron
experienced a methane explosion in 1971, killing twenty-two miners.)

Methane or coal dust explosions are ancient history in mining. One in
England in 1880 took 161 lives; one in Virginia in 1884 took 112 lives; a
Hanna Mining Company explosion in Wyoming in 1903 took 169 lives,
and despite public outcry, of the limited sort that you could raise in a
company town in Wyoming in 1903, the mine reopened without any
improvements in safety, and had another explosion in 1906, killing fifty-
nine miners. A mine explosion in West Virginia in 1908 took 154; a fire
in an Illinois mine in 1909 killed 259 miners and rescuers; an explosion
in Alabama took 128 in 1911; 263 in New Mexico perished in a 1913
explosion; that year also saw a relatively minor disaster in a Colorado
mine, which then had another one four years later, talking 129 lives.?’
The biggest of all, in the French mine of Courrieres in 1906, left 1,100
dead and required martial law and 25,000 soldiers to restore order.

Safety techniques have improved. A cursory search indicates the num-
ber of people killed has dropped since those years. From 1960 to 1978,
for example, one source lists eight explosions with sizeable numbers of
deaths, but the average number of fatalities for these accidents was only
thirty-two. There was only one large mine accident that I know of be-
tween 1971 and 1978. Even the massive explosion in 1979 in the Belle
Isle Salt Mine in Louisiana killed only five miners. The latter comes
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close to being a system accident, but the failures following the initial
explosion were not independent of it.

This accident illustrates some of the complexity and tight coupling
that can occasionally be revealed in these systems. Two miners set offa
routine, scheduled blast from a distant blasting board. The blast appar-
ently released about 4 million cubic feet of methane gas, but the cloud
did not have sufficient air mixed in it to sustain an explosion. It drifted
away from the face where the blast had occurred. The methane mixed
with air, causing the bubble to expand in size. Ten minutes after the
explosion, it had mixed with sufficient air to become explosive, and had
drifted into another area of the mine where there were electric sparks,
arcs, or frictional sparking. The resulting explosion created near hurri-
cane-force winds, which blew huge trucks about, smashed doors, fans,
and equipment, and created a blistering flash that reached temperatures
up to 900° F. in a number of areas in the upper levels of the mine. One
man groped his way to an escape tunnel to escape the winds and the
swirling dust, debris and salt, only to be hurled 30 feet along the tunnel.
The air movement had been reversed because the main fan had been
destroyed. About 15,750 tons of salt were expelled from the mine by the
explosion. There were only twenty-two miners in the mine at the time;
seventeen survived, some with serious injuries.

The account in the mine safety journal notes, “Such outbursts of high-
pressure gases and salt out of large vertical ‘pressure pockets’ have been
documented in the Belle Isle and neighboring salt mines for many years.
Sizeable outbursts have occurred when salt with high-pressure gases con-
tained in rock structures has been penetrated by mine openings.”?® Yet it
was only after the accident that the MSHA classified the mine and three
others in the area as “‘gassy,” thus requiring more frequent inspections
and the like. It is not clear that the higher standards could have prevent-
ed this accident, however, or a future one if these pressure pockets are
common. It would appear that there is an irreducible hazard in mining—
an unpredictable environment for humans. "

Losing a Lake

Our final accident in this chapter provides comic relief from the grim
world of mining, and an example of a human-made modification of a
natural system that produced a genuine system accident. It occurred in
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1980 in Louisiana when the state lost an oil rig, a salt mine, and an entire
lake. I will draw entirely on the very entertaining account of Michael
Gold in the journal Science 81.2°

It is an example of the proximity problem that briefly created an inter-
active and tightly coupled system out of two independent linear systems.
We do not generally expect a Louisiana lake, an oil rig, and a salt mine to
suddenly be subsystems of a larger system.

You may have guessed the interaction. Texaco was drilling for oil in
Lake Peigneur in southern Louisiana. The drill was down 1,250 feet
when it got stuck, and when pulled loose, the drill inexplicably jumped
up and down in five- and ten-foot leaps. This is unusual for a device that
weighs 40 tons. One hour later the men noticed that the rig was listing
badly, and they abandoned it. Watching from the shore they were sur-
prised to see it sink from sight in a part of the lake that was only 3 to 6
feet deep. Meanwhile, men working in a salt mine, part of which extend-
ed under the lake about 1,300 feet below it, noticed that their area of the
mine was flooding, and they sounded the alarms. All fifty-one of them
managed to escape as water rushed in to caverns that were 80-feet high
and as wide as a four-lane highway. Meanwhile, on the surface, a whirl-
pool threatened some early morning fishermen, and eventually pulled in
some barges and a tug associated with the drilling. The whirlpool grew in
size until it pulled in 65 acres of the Rip Van Winkle Live Oak Gardens,
a tourist attraction. A river (more like a canal) to the Gulf of Mexico,
flowing out of the lake, reversed its course, eventually creating a 150-foot
waterfall. An underground gas well ruptured and sent bubbles of natural
gas to the surface, where they burned. After seven hours, the entire lake,
once about one mile by two miles, had drained into the salt mine.

Diamond Crystal, the salt company, sued Texaco for ruining its very
lucrative mine; Texaco sued the salt company, claiming they had not
notified the company where their mine was wandering. The drilling com-
pany sued Texaco for the loss of equipment. The Rip Van Winkle Gar-
dens sued both Diamond and Texaco for the loss of buildings and plants,
including 30,000 poinsettias ready to bloom for Christmas. Eventually,
seven lawsuits were filed. The damage ran into the hundreds of millions
of dollars.

Everyone in danger, it turned out, was lucky. The fifty-one miners got
out by the skin of their teeth, driving their trucks on the soggy salt under-
ground highways. The two fisherren, noticing the lake dropping and the
catfish jumping and swimming for deeper water, headed into the lake
only to confront the whirlpool. They were blocked from behind by mud
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too deep to stand in, which would eventually go into the hole, and in
front on one side by a row of barges cabled together, with the whirlpool
to the other side. But two barges broke loose and were slurped up by the
whirlpool, and this left room for the fishermen to motor at full speed for
a bank, and to scramble out. The river, or canal, that began to flow
backwards created a 20-knot current near the top of the waterfall, and
boats moored along it were pulled in. A tug tried to lay a long barge
across the river to stop the shrimp boats from being pulled in, but both
the barge and the tug went over the waterfall, just after the crew jumped
into the muck on one side of the canal. The barge and tug went into the
whirlpool and down into the salt mine, where they still are. Seven other
barges later popped up after the salt mine filled.

As the water poured into the mine, the air vented out through a venti-
lation shaft, keeping the emergency elevator bouncing around at its top.
Then a 400-foot geyser erupted from the shaft, lasted for twenty minutes,
and died. The next day the lake started to refill, after the mine had
consumed an estimate 3.5 billion gallons of water. A few days later the
owner of the Gardens had to hire a team of scuba divers to try to recover
his wine cellar.

The salt mine was a big one, dug into the top of a salt dome that was
about one mile across. Several shafts radiated out from the central shaft,
the critical one about three-quarters of a mile out. Oil is often found near
salt domes. When Texaco started drilling, they didn’t bother to notify the
Diamond Salt Company. Diamond learned of the drilling when they
were asked by the U.S. Army Corps of Engineers if they had any objec-
tions to a dredging permit sought by Texaco. Texaco had charts showing
where the mine was, but the charts conflicted; one put the mine under
the drill hole, the others did not. Texaco never checked with its neighbor;
Diamond never checked with Texaco. Texaco claimed that only Dia-
mond knew where both the rig and the mine tunnels would be. Diamond
claimed they had no information on how deep the rig would drill. A
typical bureaucratic tale, one might say—lack of communication. But
more to the point, it involved an unexpected interaction of two systems
that were more proximate than anyone thought to notice. Had Texaco
tried to hit a mine tunnel form available charts, even one as wide as a
four-lane highway, one suspects they would have failed. System acci-
dents are infrequent even in complex, tightly coupled systems. They are
exceedingly rare, and truly freakish, when two large systems such as this, -
apparently independent, briefly interact. That is why no one bothered to
check. Who would have thought that .
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Conclusions

Some dams have considerable catastrophic potential, but while they are
tightly coupled, so that recovery from failure is extremely limited, they
are not subject to unexpected interactions—they are linear systems, in
our terms. Preventing accidents then is largely a matter of preventing
component failures, including proper design and construction. There is,
however, a possibility of system accidents in the sense that unexpectedly
a dam may become an active part of a larger system. Filling the dam may
disturb the earth, causing earthquakes or the destressing that held prehis-
toric landslides in place. It might be some decades before such matters
are properly understood, and in the meantime, we have the potential for
unexpected interaction of failures, or the unexpected alteration of system
states, since no ‘““failure” in the ordinary sense is involved. But by and
large, dam failures appear to be due to rather prosaic matters, in particu-
lar, ineptitude and deliberate risk taking. It was important for us to con-
sider dam accidents because we needed an example of tight coupling
without interactive complexity, and an example of catastrophic potential
not related to system accidents. Not all high-risk systems are prone to
system accidents.

Mining provided further indication of the usefulness of our scheme.
While operating in a hostile environment, and subject to dramatic and
catastrophic failures, again, system accidents did not seem to be present.
Even the Belle Island explosion was caused by a component failure with-
out any interaction for multiple failures, though tight coupling impeded
recovery efforts. Instead, we had a glimpse of the prosaic failures in the
DEPOSE system and of possible production pressures that plague all
industrial activity. It also provided a useful glimpse into the subject of
attributions of operator error—a kind of figured bass that runs through-
out our analysis of high-risk systems.

Both dams and mining, and certainly the underground mining and
surface drilling that produced the Lake Peigneur accident, have alerted
us to the possibility of eco-system accidents—the unanticipated expan-
sion of the system and thus the scope of failures. Systems not thought to
be linked suddenly are. Most toxic spills, including the relatively trivial
one of Church Rock, are not eco-system accidents in our terms, for they
are planned, not accidental. It is perfectly clear that if toxic wastes are
given shallow burial in impermanent containers (and for some wastes,
there is no such thing as a permanent container) they will come to the
surface, as at Love Canal. With dams in particular, however, eco-system
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accidents do occur because we are only beginning to understand the frag-
ile character of our environment as our ability to move more and more
tons of land and water is extended. As two geological experts testify:
“Large dams and reservoirs create a complex new environment, and
very little is known of the mutual interactions of the component forces,
on a long-term basis.” Some transformation processes such as nuclear
fission and high-temperature, high-pressure chemical reactions, may
never yield their secrets sufficiently to disclose all possible interactions.
But in the case of eco-system accidents, I think we have a case where
more time and motivation will give us the knowledge to understand
multisystem interactions that create new, previously unanticipated sys-
tems. We need this knowledge “to keep the newly-created man-imposed
systems and nature in a proper equilibrium.”3° In the case of dams, it
may be possible to do so over the next two or three decades. But in the
next chapter we shall encounter a far more fearsome potential for an eco-
system accident where little attempt is being made to insure that human-
created and human-imposed systems can remain in a proper equilibri-
um—the case of recombinant DNA research and production.
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CHAPTER 8

Exotics: Space,

Weapons, and DNA

This final data chapter deals with three very high-tech systems, and that
is about all that links them together. One has almost no catastrophic
potential (space missions); one has the ultimate catastrophic potential
(nuclear weapons); and the third, recombinant DNA research and pro-
duction, or DNA for short, has hardly begun, but could well develop in a
direction that would be second in catastrophic potential only to nuclear
war. Each system contributes to our argument in different ways, provid-
ing further evidence that system accidents are inevitable in complex,
tightly coupled systems.

The first section, on space missions, will elaborate in a clear and dra-
matic fashion a point touched upon in the sea stories and the accounts of
nuclear and chemical plant accidents: the attempt by the great designers
of complex systems to do without the lowly operators. In the space pro-
gram the operators were hardly lowly, since they were experienced, well-
trained test pilots, the Waldo Peppers and the great Santinis of the space
age. But they were treated as lowly operators until the designs came apart
and their managers became befuddled, and only the pilot-turned-astro-

256



Exotics: Space, Weapons, and DNA

naut could save the missions. The space missions illustrate that even
where the talent and the funds are ample, and errors are likely to be
displayed before a huge television audience, system accidents cannot be
avoided. I have argued throughout this book that we should give all risky
systems more quality control and training than we do, but also that
where complexity and coupling lie, it will not be enough. We gave the
space missions everything we had, but the system accidents still oc-
curred. This is not a system with catastrophic potential; the victims are
first-party victims. Catastrophic potential resides in most, but not all,
complex and tightly coupled systems.

The weapons systems have hardly been starved for funds or engineer-
ing talent either, but accidents abound. I think they are system accidents,
though it is hard to tell from the limited public data. In any case, the
catastrophic potential is infinite in the case of nuclear weapons. DNA
involves genetic engineering, and we have had almost no experience with
genetic engineering on a production basis (the most threatening part of
that endeavor) and very little on a research basis, so we have no acci-
dents to explore. But a scenario is imaginable, and if we are to be prudent
as a society, scenarios should be explored.

We will start out on a relatively positive note by examining the space
missions. The centerpiece of this part of the chapter will be an account of
an extraordinary mission, Apollo 13, which commenced with a system
accident, and ended with a recovery that dramatically illustrates the
most exemplary attributes of both humans and their machines. The
event will tell us something further about complexity and coupling: the
recovery was possible because ground controllers were able to make the
system more linear and more loosely coupled, and to put the operators
back into the control loop that rarely included them.

No such encouraging lessons come from the section on nuclear weap-
ons and early warning systems. We will not dwell on “the fate of the
earth,” that is, the destructive power of nuclear weapons, but on the
limits of human capabilitie§ and the even narrower limits of organiza-
tional capabilities. There is much to fear from accidents with nuclear
weapons such as dropping them or an accidental launch, but with regard
to firing them after a false warning we reach a surprising conclusion, one
I was not prepared for: because of the safety systems involved in a
launch-on-warning scenario, it is virtually impossible for well-intended
actions to bring about an accidental attack (malevolence or derangement
is something else). In one sense this is not all that comforting, since if
there were a true warning that the Russian missiles were coming, it looks
as if it would also be nearly impossible for there to be an intended
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launch, so complex and prone to failure is this system. It is an interesting
case to reflect upon: at some point does the complexity of a system and
its coupling become so enormous that a system no longer exists? Since
our ballistic weapons system has never been called upon to perform (it
cannot even be tested), we cannot be sure that it really constitutes a
viable system. It just may collapse in confusion!

Finally, there is the recondite, novel, and thrilling field of recombinant
DNA research. The potentials here for human benefit appear to be more
extraordinary than all the other technologies put together. The potentials
for human disaster are equally unprecedented, and rival that of nuclear
holocaust—if there can be a question of rivals where extinction is in-
volved. With breakneck speed we (that is, primarily the oil companies)
are proceeding down a thoroughly unknown path, without brakes, with-
out headlights, in search of undreamed amounts of private profits. The
system accidents may, indeed, already have occurred, giving new mean-
ing to Yeats’s oft quoted line,*“What rough beast, its hour come round at
last, slouches towards Bethlehem to be born.”

Space Missions

Industry Errs

The conquest, if it be that, of outer space illustrates a normal learning
curve for technological activity. The rockets stopped blowing up and
achieved remarkable reliability. But the history of space missions also
illustrates that there remains an obdurate residual propensity for system
accidents.

In Chapter 2, I argued that every industrial activity exhibits organiza-
tional failures, incompetence, greed, and some criminality. The space
program certainly performed better in these respects than the nuclear
industry. I know of no criminal activity. But even this vastly favored
program exhibits enough incompetence and organizational failures to
remind us once again that nothing is perfect. A major contractor, North
American Aviation, was known as “Brand X” in the trade—a derogatory
term indicating “cheap.” The abundance of funds and cost-plus contracts
may have encouraged such instarces as a workman throwing the remains
of his lunch into a costly automatic chart-recording instrument; a sealing
device ruined by gouging it with a screwdriver while trying to force it
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into place; a booster rocket shutting itself off and leaving Walter Schirra
and his Gemini 6 on the pad because a dust cap had been left on a
pressurizing line in one engine, even though a quality control inspector
had approved the work as done.! No, McDonnell Douglas, the vendor in
this case, was not duplicating its profit-maximizing DC-10 efforts; these
examples come from facilities swarming with government inspectors in a
program that, while profitable for contractors, would not generate the
long-range profits that could come from aircraft sales.

The Mercury part of the space program, involving only orbital single-
astronaut flights, was reviewed by NASA in a 440-page document that
New York Times reporter John Finney called a “remarkably harsh indict-
ment of American industry.”2 Among the problems: spare parts that
were 50 percent defective; capsules with more than 500 defects; batteries
with holes in them; vital electronic parts improperly soldered; valves
improperly installed, leading to attitude-control problems on flights;
dirty gas pressure regulators; and contaminated oxygen and water for
breathing and drinking. The contractors denied they performed anything
but superbly, but did not respond to the specific charges.

After the tragic fire on the launch pad that killed three astronauts, an
Apollo inquiry board was appointed, and it in turn drew upon the re-
search of twenty-one panels of experts—1,500 overall—when it prepared
its report. Six of the eight board members were NASA employees, so
there was some fear of a whitewash—NASA was investigating itself and
its prime contractor, Rockwell International. However, the report, 3,000
pages long, was described in the press as fairly scathing. Among the find-
ings: “Adequate safety precautions were neither established nor observed
for this test.” “The over-all communication system was unsatisfactory.”
“Deficiencies existed in command module design, workmanship and
quality control, such as: . . . regulator failures, line failures and environ-
mental control unit failures. . . . Coolant leakage at solder joints has been
a chronic problem. . . . Deficiencies in design, manufacture, installation,
rework and quality control existed in the electrical wiring.”3 A wrench
and other “noncertified equipment items” were left in the command
module at the time of the test; 113 “significant” engineering orders were
not accomplished when the module was delivered and records did not
match up. Rockwell protested most of the conclusions, and one of its
officers speculated that astronaut Grissom might have kicked the bundle
of wires thought to have caused the spark, thereby installing operator
error into even this accident—which occurred while the three astronauts
were patiently reclining in their seats waiting for the next part of the test.
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The most probable cause was our old friend, a bundle of wires whose
insulation had rubbed off. Unfortunately, in a pure oxygen environment,
that meant a flash fire.

Hardly noticed in the wake of that accident was another one, four days
later, in a module simulator where the effect of near-pure oxygen atmo-
sphere on blood-forming organs in rabbits was being investigated. Two
enlisted men were killed when a work-lamp wire shorted and ignited the
atmosphere. Like the launch-pad tragedy, this one was most likely a
component failure accident.

The Gemini flights, a prelude to the Apollo mission, were near perfect,
though there were close calls. But another prelude, the Ranger flights,
designed to survey the moon, had five out of nine failures. Ranger 6
failed, incidently, for a reason that should be familiar to us—a safety
device. In order to make sure the television cameras would come on to
take pictures of the moon’s surface, there were redundant power supplies
and triggering circuits. According to a Babcock and Wilcox engineer, a
short in a safety device (a testing circuit) depleted the power supplies by
the time the Ranger reached the moon. The engineer notes that the more
redundancy is used to promote safety, the more chance for spurious
actuation; “‘redundancy is not always the correct design option to use.”*

Most of the failures of the space program have not been death-dealing,
and if they were, they were limited to first-party victims—the astronauts
or technicians. However, in three cases of failures with plutonium power
packs, the risks are potentially catastrophic, since plutonium is perhaps
the most deadly substance known to humans. One of these power packs
was retrieved successfully from the Santa Barbara Channel off Califor-
nia—barely off California; had it hit any place on land, whether near the
city of Santa Barbara or not, the consequences would have been cata-
strophic. The second went into the Indian Ocean and is still there. The
third was in a navigational satellite sent up in 1964 that failed to achieve
orbit when its rocket engine failed. It reentered the atmosphere over the
Indian Ocean and distributed 1 kilogram of plutonium-238 about the
earth. By 1970 it was estimated that about 95 percent of it had settled on
the ground or the earth’s waters. The accident was estimated to produce
a three-fold increase over the amount of plutonium contamination pro-
duced by all atmospheric nuclear weapons testing.’ This received almost
no publicity, in contrast to the breakup of a Soviet nuclear-powered sat-
ellite in 1978 and another one in 1983, The first public mention of it may
have been in a 1967 item in the journal Science.$

The industrial problems continued right up to the present-day shuttle
program, though in the shuttle’s defense, it has not had the ample fund-
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ing of the moon missions. The engines failed or exploded frequently, the
pesky tiles kept falling off in shipment or merely from being bumped by
a forklift truck, the cost overruns mounted, the expected cost of each
flight more than doubled, and the scheduled first flight was delayed ten
years. After two failures of spacesuits in a November 1982 flight, NASA
convened another panel of experts, and the conclusion was not much
different from the panel studying the launch pad fire: “Egregious over-
sights” by the prime contractor, United Technologies. In one case two
small plastic pins were missing, creating a leak in the spacesuit; the in-
spection sheet indicated they were in place, and the employee’s supervi-
sor had signed it. Worse yet, a stray steel chip was found in an exhaust
vent of the suit’s oxygen supply system—it could have caused an explo-
sion of the suit, which could have blown a hole in the side of the shuttle.?
Tight coupling abounds in these systems. There can be little room for the
all-too-human construction errors that will appear with the best of ven-
dors, and certainly not for those we have been detailing.

But that is a minor point; more important is the appearance of system
errors, and the means of recovery from failure. The space program pro-
vides a particularly insightful glimpse into something we have touched
on before and will bring us closer to a major organizational issue: If there
can be inexplicable interactions, who can best cope with them—the oper-
ators, or the design/management team? Some variants of organizational
theory, reinforced by democratic values, generally assert that those clos-
est to the disturbances in a system are in the best position to act upon
them. Decentralization is the recommendation. But other variants and
much of engineering logic assert that those close to disturbances cannot
act fast enough, or with enough comprehension, to cope; therefore, de-
signers should try to eliminate as many human tasks as possible and give
them to machines, and managers should have the means to tell the sys-
tem and/or its operators just what to do. Centralization is the recom-
mendation. The conflict between these views runs through the space
program. The regular appearance of mysterious interactions only escalat-
ed the conflict. We will consider this in the next section.

Twentieth-Century Taylorism

If everything in the DEPOSE system components could be perfect, we
could drop the “O,” the operator. The designer would be the operator; he
or she would turn the system on and it would run, and the owner could
turn it off when she wanted. The first suborbital and orbital flights were
conceived of that way: the “astronaut” was not really needed, and went
along as a test subject. (The term “‘pilot” was rejected; it implied control,
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or piloting. An astronaut was a ‘“‘star voyager,” a more passive term.)
Indeed, the first suborbital flight and the first orbital flights had no one
aboard; the second in each category had a chimpanzee aboard—Ham,
and Enos. As with the astronauts, the chimpanzees had been extensive-
ly conditioned not to blow it. The chimps manipulated dials that had
nothing to do with the ship; it was just to test reaction times. For the
human passengers, it was almost the same, and at one time it was felt
that they should be given tranquilizers of some sort to make sure they
did not interfere. (I am drawing here on the immensely entertaining, and
exceptionally perceptive book by Tom Wolfe, The Right Stuff- He will be
our guide for this section.? )

Think first of the “great designers,” scientists and engineers who plan,
or design, these spaceships. There are two basic sections, the rocket and
the pod at its tip. The rocket has to go up, abort if anything is wrong,
depositing the pod safely by parachute, or, if the launching goes well,
shut off and detach itself from the pod at the proper moment, allowing
the pod to hurtle like a cannonball into space. The “great designers’ are
also responsible for the ground control system that monitors the sensors
in the rocket and the pod and intervenes if anything goes haywire. With-
in the rocket and pod they have put automatic systems that come on or
shut off without anyone doing anything,

Next think of the ground controllers, or middle management—dozens
of them sitting in front of keyboards and television screens with headsets
on. They run the control and monitoring system that the designers have
created. Finally, there is Ham, or Alan Shepard as the case may be, in the
pod. Ham does not interfere in the system at all, Shepard is allowed to
play with the thrusters that keep the pod from tumbling or turning, after
the capsule is free of the rocket, or before that, to punch the abort button
if there is an emergency. The abort button too could be automated. The
hierarchy was clear: designers, controllers, and subjects. Project Mercury
was supposed to be a scientific enterprise; astronauts were part of the
test.

Actually, for the first suborbital flights, this was not inappropriate,
since all that was involved was firing a capsule into the air like a mortar
shell and having it come down in the right place. It was a bit more
complex for the orbital flights, and immensely more complex for the
moon missions. Still, the planet flybys—Jupiter, Saturn, Mars—were
without on-board operators, and the middle managers at Mission Con-
trol did very well indeed without them. Did we need operators for the
first orbital flights and the moon missions? They might have been nice to
have there to handle emergencies, but they were expensive. Much of the
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complexity of the system that could create emergencies was the result of
habitat and retrieval requirements once humans were aboard. Though
the human subjects were not expensive in labor terms (they lived on
their military salaries of around $200 a month and some perks), they
were expensive to keep alive up there and to recover in one piece.

The question of their necessity is not easily answered. If we were only
curious as to what happens to someone in a pod in space, we went to a
lot of trouble to find out. If humans were, as one conference of scientists
and engineers put it, “added to the system as a redundant component,”
they were still very expensive ESDs.® The unmanned probes of far space
got along fine without them. If humans were to be significant nodes in
the loop of design, equipment, supplies, and ground control, exercising
some judgment, doing a bit of piloting in a “spacecraft” rather than a
“capsule,” there were no signs of that plan in the first flights. It is not
clear that any policy or consensus existed on the matter. What Wolfe
suggests is that in selling the space program to the public, the public
response caused that decision to be made. The first seven astronauts
were instant heroes after they were selected. They were to ride on top of
rockets that were always blowing up, and come down in a large can in the
ocean, and to do that, they must be heroes. When the seven found they
were instant heroes, they began trying to dictate or at least influence the
terms of their node in the loop. As we shall see, they demanded some
modification in the pod and some control over it.

The importance of the question goes to the organizational heart of all
high-risk systems: If they are risky, to operators and other potential first-
party victims, as well as to the immensely expensive investments, why
not eliminate the operators? A package could be landed on the moon and
ordered to send back pictures, perhaps even samples. Some argued this
would be safer and cheaper. Operators are unreliable, as well as alive.
Most people who think about these things, as we have seen at length, feel
that operator error account for 50 to 90 percent of the failures in complex
systems. If the environment is as hostile as outer space, and the error rate
of operators so great, why risk the operator of the system?

But, what if the designer errs, or the environment is uncooperative, or
the builder leaves out a valve ring or makes a faulty switch? Can the
Middle Managers in control recover? The evidence suggests that the an-
swer is no, because the goal is not to explore space by shooting sensors
into it. If that were all, we could get by with fly-by missions or soft
landings of suitcase laboratories. But if we were to occupy outer space,
control it, police it, use it to spy on the Soviets and shoot thunderbolts at
them, that would require humans. Furthermore, we might even mine
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space someday, or move there. Any of these possibilities requires more
than a recording cannonball. The national pride of landing an American
on the moon also played its part.

The military-political aspect was there from the start and probably
overriding. After the assassination of President Kennedy, the success of
the Apollo project to put a “man” on the moon by 1969 was resounding-
ly reaffirmed by the new president. “I don’t want to go to sleep by a
Communist moon,” President Johnson said, and that may have been all
that was needed to be said. Occupying the moon required more than the
moon fly-bys; those basically required good aim and some mid-course
corrections, and toggle switches that turned cameras on and off. Even the
orbital flights and the moon probes involved frequent failures that only
operators aboard the vessels could recover from. Designers, builders, and
controllers were not enough, it became clear.

The first astronauts were selected from volunteers who were test pilots.
According to Wolfe this was expediency, not foresight. NASA needed a
pool of applicants that could be assembled immediately after the Russian
Sputnik insolently beeped through our heavens in October 1957. Test
pilots would already have security clearances, evidence of physical and
engineering skills, and could be given immediate orders to report for
duty. While radar observers were probably the best trained for the pas-
sive skills needed to observe and be observed, test pilots seemed to be a
convenient, accessible, and not inappropriate pool. The officials got
more than they bargained for, because test pilots were not likely to be
passive observers. ‘

Test pilots, especially ones in the military services, had to be extraordi-
nary human beings. Wolfe describes in gripping detail what they went
through in their test pilot training. They generally had engineering back-
grounds from college, received extensive technical and engineering train-
ing in flight schools and in their testing work, were extraordinary pilots,
often aces from the most recent war (Korean, in this case, though some
went back to World War II), and were unequivocally fearless. They were
testing rocket planes and their forerunners, trying to break through the
sound barrier of 660 to 760 miles per hour (the figure depends upon
altitude, temperature, and the like). They lived dangerously on the
ground (more Navy pilots, whether test pilots or not, died in automobile
crashes than air crashes) as well as in the air. Most important of all, test
pilots were in charge of their craft. Wolfe describes it thus early in his
book:

To take off in an F-100 at dawn and cut in the afterburner and hurtle twenty-
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five thousand feet up into the sky so suddenly that you felt not like a bird but
like a trajectory, yet with full control, full control of Five Tons of thrust, all of
which flowed from your will and through your fingertips, with the huge engine
right beneath you, so close that it was as if you were riding it bareback, until
you leveled out and went supersonic, an event registered on earth by a tremen-
dous cracking boom that shook windows, but up here only by the fact that you
now felt utterly free of the earth—to describe it, even to wife, child, near ones
and dear ones, seemed impossible. !¢

The complexity and coupling of the ships these people flew were in-
tense. The engines were unproven, or were pushed beyond design limits;
test pilots’ job was to break through the envelope and create and feel out
new envelopes, or to “punch holes in the sky,” riding on top of a “can-
dle” that eventually had three-quarters as much thrust as the Redstone
missile that powered the first suborbital flights. All kinds of things went
wrong, and recovery was often impossible. Even after bailing out (if be-
ing ejected upwards at 100 miles per hour by an explosive charge can be
called that), there was room for the unexpected interaction. The ace
Chuck Yaeger bailed out only to find himself on fire. His seat was ejected
with him by rocket propellant. The rocket propellant was still burning
after he separated from the seat. Both he and the burning seat fell
through the air. It was close by, above him. When the parachute opened,
and slowed up Yaeger, the seat passed inside the plastic parachute
shrouds, threatening to burn and sever them. This did not happen, but it
did collide with him; as his chute slowed, the burning seat crashed into
his visor. The burning propellant stuck inside the helmet and set one side
of his face on fire. It filled the helmet with smoke and more fire as the
seal melted in the oxygen hose, sending pure oxygen into the mask to fuel
the flame. Ripping the visor off, he set a glove on fire and burned the
flesh inside. He landed near a highway, and a passing youth lent him his
knife to cut away the smouldering glove. He survived.!!

Instantaneous decisions had to be made in rocket planes when they
flamed out at 30,000 feet and tumbled in free falls like a brick, or lost the
thrusters that stabilized them, or malfunctioned on takeoff. Eventually
test pilots would fly to over 50 miles altitude at speeds up to Mach 7, or
seven times the speed of sound, encountering and solving new problems
at every step. The military’s rocket plane program was cancelled in 1963
when the race to the moon was in full tilt, indeed, on the day that Yaeger
was burned by his seat after ejecting from a F-104 fighter with a huge
rocket bolted to it. But rocket planes surfaced again in the reusable space
shuttle that first flew in 1982,

The military test pilots that were accepted for the first space probes

265



NORMAL ACCIDENTS

were in for a rude shock. They were to be passive blotters absorbing the
new conditions, monitored with e¢lectrodes and rectal thermometers,
without even a proper window to look out of, only two small portholes
on each side. The first American in space (the Russians had long been
there, and were to stay ahead in everything for years), Al Shepard, did
virtually nothing except watch the panel and be observed through a cam-
era and wires and thermometers. In fact, much of the training of the
astronauts consisted of conditioning—getting used to sensations in simu-
lators that created high-gravity forces, learning to keep their hands off
the switches, getting used to the sounds of the rocket motors. People with
test pilot experience were not likely to easily accept this role. When they
got an unexpected chance to act, they took it.

The “lab rats,” as they called themselves during the long period of
testing and conditioning at medical and psychological labs, decided to
protest and insist on having some control over the flight. Their chances
of succeeding were not good; humans are fallible, but it was presumed
that designers are not. Even if builders goofed, the designers had redun-
dant components to take care of the problem. The middle managers at
ground control would have the most complete and accurate information,
and have control over much of the spacecraft, either directly or through
the automatic devices the designers had put in. But by now the seven
astronauts selected for the Mercury missions were national heroes, and
this gave them their opportunity. Their status in the project was rising.
They asked for a window to look out of, and got it. They asked for an
emergency hatch to get out after splashdown, and got it. (It was installed
for the second suborbital flight; before that, other than climbing up the
slim neck of the capsule, they had to wait until mechanics on the recov-
ery ship unbolted the hatch from the outside.) They demanded control
over the rocket itself, should it maltunction. They did not get this. They
demanded complete control of the reentry procedure, over the hydrogen-
peroxide thrusters that would control the attitude, pitch, and yaw of the
pod in space. They wanted to establish the angle of attack manually
during reentry, and fire the retro-rockets themselves, without the use of
an automatic system. This one they won partially; they were given a
manual override system, but the automatic one stayed.

The Operators Err

The initial flights suggest that pilot control by these grossly overquali-
fied subjects was a mixed blessing as far as the designers and controllers
were concerned. As Wolfe put it, not only did our rockets keep blowing
up, but our boys kept botching it. Alan Shepard had little to do on the
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first short suborbital flight, but before lift-off he had his periscope out,
and used the filter because of the sun. He forgot to remove the filter
before it retracted (automatically, of course) for lift-off. He would not be
able to remove it later, so he tried to remove it while it was retracting,
but accidently brushed the Abort button—fortunately not enough to ac-
tuate it. He stopped trying to remove the filter, and thus was unable to
report sighting various constellations and stars, or observing the orange
band at the edge of the earth (events we know would take place because
balloons had been up there already), since the filter made it all black and
white. This may have contributed to his delay in starting the reentry
countdown. Late in starting the countdown, he gave up trying to manual-
ly control the attitude of the craft (a task the astronauts had won control
over) and put it on automatic. But he forgot to turn off the manual
system, and thus precious fuel dissipated from the capsule. In this short
" flight it did not matter, but it would in a long one.

It mattered soon enough. Scott Crossfield, in the second orbital flight,
played around so much with the thrusters on his flight that he ran out of
time and power to properly align his module for reentry—a dangerous
business, since one could skip back into space forever, or plunge into the
atmosphere so sharply as to burn up; a few degrees off and that would be
it. Furthermore, the automatic control system would no longer hold the
capsule in position for reentry. (It had malfunctioned once before, with
an ape, and would malfunction once again with John Glenn). He
switched to automatic but forgot to change another switch, and for ten
minutes was eating up fuel from both systems. When the time came to
fire the retro-rockets, which would slow up the ship, he was behind, and
the capsule was not positioned correctly; in addition he was late in hit-
ting the firing switch. He was off by nine degrees in his angle. He had to
release his parachute early, and by hand, since the automatic system was

" out of fuel. He overshot the target by 250 miles, and for forty minutes the
impression created on television was that he was dead. Walter Cronkite
was crying.!2

These fabulously trained test pilots, asked to do a few maneuvers and
make ‘sure they set some switches properly, were not perfect. The most
serious failure of all was in the second suborbital flight, by Gus Grissom.
He lost the capsule. It qualifies as a system accident in our terminology,
with multiple operator and procedure errors, and has the added interest
that a safety feature started it.

Gus Grissom was the second man in space, flying a suborbital lob into
the Atlantic near Bermuda just as Shepard had done. This time the
“module,” as it was called (it was later to be the “capsule” and then,
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finally, the ‘“‘spacecraft™), had a significant modification demanded by
the former test pilots—an emergency escape hatch with explosive bolts
to be fired if the module did not right itself in the water and began to
leak. There was no need to use it; the flight was perfect and Grissom
busied himself with various housekeeping chores after landing, telling
the helicopter to wait a few minutss. He may have been nervous; his
pulse rate was significantly higher than that of Shepard’s throughout the
flight. After finishing his chores, he radioed for the helicopter to hook on,
saying, as it had been practiced many times, “Okay, latch on, then give
me a call and I’ll power down and blow the hatch, okay?”* The helicopter
said yes, “will give you a call when we’re ready for you to blow.” But as
the helicopter swung low with its long shepherd’s crook to catch a lifting
cable, the hatch blew. Out popped Grissom, since the capsule was filling
with water, and he started swimming fast. The helicopter pilot was sur-
prised but not worried; the astronauts had practiced for just such an
emergency, and the pressure suit was more buoyant than any life pre-
server. The astronauts had even seemed to enjoy playing around in the
water in what amounted to a large, form-fitted boat. So the helicopter
pilot quickly sought to recover the capsule, which was taking on water
and sinking.

Grissom swore ever after that he had no explanation for the hatch
blowing—it just blew. Subsequently. extensive testing under all kinds of
conditions in a sister capsule could riot make it blow, and explosive bolts
had been used for years in fighter aircraft without any mysterious actua-
tions. (Still, there were all those contractor errors we cited early in this
chapter.) After Grissom had armed the explosive charges, as required,
the button could have been pushed in error or inadvertently while he was
moving about in the capsule.

Grissom exited into the ocean and started to swim. But it just so hap-
pened that since he had landed safely and was about to be picked up and
carried to the carrier deck by the helicopter, he had unplugged the oxygen
inlet to his suit. Thus, his form-fitted boat had a large hole in it, and it
was some time before he realized that instead of bobbing merrily, he was
sinking. He was less buoyant than normal anyway, because the pocket of
his suit was filled with souvenirs, such as two rolls of dimes and models
of the capsule. He managed to reach down and close the inlet valve, but
took a lot of water into his lungs in the process. In the choppy sea, the
spacesuit with its water pulled him under as waves came by. Still, there
was nothing to worry about because there was a second helicopter up
there in case there was any trouble. It was watching him; in fact, he could
see someone taking moving pictures of him. He waved frantically, and
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they waved back, assuming he was jubilant about being the second man
in space. It had all been practiced so many times it was familiar. The
helicopter hung there, as Gus swallowed more and more water and strug-
gled to keep his head up, because the pilot was keeping watch over the
other helicopter that was being dragged into the ocean by the sinking
capsule. Aboard that other helicopter the warning lights were lighting up
the control panel as the ship tried to carry 25 percent more than its rated
lifting capacity, and finally the pilot cut the capsule loose; the helicopter’s
wheels were under water and the engine might blow. Then the back-up
helicopter turned to Gus and he was hauled, incoherent, aboard. He
remained incoherent for some time, furiously grabbing at life preservers
in the cabin of the helicopter.!?

The failures were trivial—accidental blowing of the safety hatch open
oxygen inlet valve; the preoccupation of the first helicopter with the
capsule; the misreading of signals from Gus to the second helicopter;
perhaps an overweight suit; a choppy sea. For any single eventuality
there is an Emergency Safety Device, a redundancy, a back-up, a planned
bit of overcapacity. But when they came together, we almost lost the
astronaut. Had he not been there, of course, all would have gone fine; in
fact, it would have been fine if the “safety” hatch had not been installed.

The Designers Err

But operator error is only part of the picture. There is also design or
equipment error. As with any new, complicated system, even those sub-
ject to the most rigorous testing possible, there were bound to be failures.
In the first suborbital flight with a living being aboard—the chimp
named Ham—the rocket climbed at a slightly higher pitch than planned,
and it came down at the same angle and missed the target by 132 miles.
Ham almost died, since water seeped in during the two hours of bobbing
in the ocean.! In the first orbital flight with a chimp, the electrical sys-
tem malfunctioned and the flight had to be cut short. The automatic
control system could not keep the capsule positioned properly, and used
so much fuel that control feared they could not orient it properly for
reentry (a pilot could have, it seems).!> They brought the capsule down
off the California coast, rather than the Florida one. The designers were
doing no better than the hot test pilots.

The automatic control system also malfunctioned in John Glenn’s first
flight, and the indicators of the angle of the capsule with respect to the
earth were off. He took over control, and eventually made a dramatic en-
try using visual sighting to position the capsule for the most critical part
of the trip.!¢ There also was a spurious warning that control picked up
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that a “landing pack” attached to the capsule might have been lost. To
Glenn’s outrage, they kept this from him for hours, asking him only to
check this and that. They would not tell him, the pilot now, and not a
blotter for sensations, what was wrong, only what to do. Though he had
to override the automatic system for positioning, reenter by visually lin-
ing up the horizon, and had virtually no fuel left for corrections, he was
still not treated as the pilot. Ground control was in charge, and would
remain in charge throughout the space program.

Rationalization of a system replaced operators; it is the province of
designers and managers. This process has a long history. But rationaliza-
tion allows more complexly interactive systems to be built, and the fail-
ure manager, the operator, comes back in. This too has a long history,
but the few years of the space program illustrate both tendencies. Ini-
tially, radar operators who would act as redundant sensors were all that
was thought to be required. The first shots made it clear that more skill
was needed, and in addition, the lionization of the astronauts gave them
something akin to union power. The Gemini and Apollo programs made
increasing use of the operator; we went from hollow cannonballs fired
into orbit to spacecraft, still with manager control, but more reliance
upon operators.

With the space shuttle, the operator has still more control. An auto-
matic landing system there, already in place, must be monitored, and the
need for override is expected to be frequent. Indeed, the operator’s role is
likely to be larger in the shuttle because the designers can’t really figure it
all out. The shuttle is designed with more redundancy than any previous
spaceship, according to one journalist.!” But this very fact, he notes,
makes it more complicated than any other, and makes the spaceship’s
workings more mysterious and unpredictable, even to those who de-
signed it. The director of flight operations is quoted as saying that the
magnificent “architecture” of the craft makes it all the harder to learn to
use the system. The numerous bugs in the first space shuttle flights testi-
fied to that.

We should not overemphasize the role of the operator. The rocket and
spacecraft were full of automatic controls that in no conceivable way
could be handled by a pilot, just as in nuclear and chemical plants and
aboard aircraft. The operator must come last, the designer first. Manag-
ers generally have more information than operators and a wider purview.
But despite their admitted contribution to error, operators make a con-
tribution to recovery from other’s errors or unexpected environmental
conditions. The more linear the system, the less important this is, and
the distant probes are more linear systems that moon- or earth-orbiting
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missions with landings. The more complex the system, the more impor-
tant this vulnerable but exceedingly flexible component, operator, is. We
will see that dramatically in the case of Apollo 13.

Apollo 13

In April 1970, the fruition of ten years and 10 billion dollars was at
hand: Apollo 13, defying superstition by its very designation, was
launched into a trajectory to the moon, equipped with a landing module
for a moon landing. Two days into the flight, as they neared the point of
no return, halfway to the moon, trouble developed. For the next four
days, with full coverage from Houston Mission Control, the specter of
three daring astronauts possibly becoming stranded in space and slowly
asphyxiating gripped this and other nations. The recovery from the acci-
dent was truly heroic, and a technological marvel. The accident’s origins,
of course, were mundane. Our source here is Henry S. E Cooper’s in-
tense and dramatic book Thirteen: The Flight That Failed—technologi-
cal writing at its peak.'s

Two weeks before the lift-off, a routine prelaunch test was made of the
craft, including a test of the two oxygen tanks. These are large nickel-steel
alloy spheres designed to withstand 900 pounds of pressure per square
inch, They carried liquid oxygen, which is kept at an extremely low tem-
perature, —297° E Liquid oxygen is unstable, and the tanks have a
capped dome with pipes and electrical wires going into it to run fans for
stirring the viscous liquid, heaters to expand it and force it out if it
doesn’t flow freely, and all the associated gauges and switches. The two
tanks, along with the hydrogen tanks, contain the elements for fuel cells
that generate the electricity to drive virtually all the key systems in the
spacecraft—guidance propulsion, power for communication, power for
removing carbon dioxide, air to breath, and so on. At the end of the test
the engineers had difficulty getting the liquid oxygen out of the tank. So
they turned on the heaters and fans in the tanks, and left them on. There
is, of course, a thermostat for the heater, designed to turn it off once the
temperature reached 80° F. But the thermostat is designed to work on a
28-volt power supply utilized in the spacecraft; a 65-volt power supply
was being used in the test. This would make no difference for most of the
tests. But the thermostatic switch was designed to operate at low tem-
peratures, as well as on low power. The high voltage probably prevented
it from shutting the heater off at 80°, and the subsequent heat (estimated
to have approached 1,000° F) not only fused the switch, but burned all
the insulation from the wires after they entered the tank.!® The system
was unplugged after a few hours’ time without notice of the high heat.
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There would be no sign of the failure of the switch or the insulation, and
no occasion to check it; the tank had already passed inspection.

There are three modules involved in the spacecraft: the service mod-
ule, where the tanks and other equipment and supplies reside; the com-
mand module where the crew resides and where the controls are; and the
lunar module, a small, disposable craft used only to go a short distance
~ from the spaceship to the moon’s surface and back again. When the
spacecraft was part way to the moon, John Swigert, the command mod-
ule pilot, had trouble with the two hydrogen tanks; a caution light went
on in the command module and, of course, at ground control. He also
had difficulty with the quantity gauge for one of the oxygen tanks (the
one that had been damaged during the testing). It is possible that the
trouble might have been unrelated to the damage; the tanks are tricky,
and that is why there are fans inside to stir up the liquid and heaters to
build up pressure to force liquid oxygen out. Mission Control ordered the
fans turned on so that the quantity, or level, gauge would function cor-
rectly. An electrical arc occurred because of the uncovered wires, and this
created heat.

A short like this is conceivable, so there was a caution light warning of
a short on the instrument panel (along with 250 other gauges). Since the
hydrogen and oxygen tanks both empty out into the same place, the fuel
cells, the system was designed in such a way that the caution light for the
hydrogen system preempted that of the oxygen system. One does not
need both, so to speak. But since the hydrogen one came on first, that is
what they focused upon, and there may have been a problem there—but
again, probably not, since false alarms are common in these highly inter-
active and tightly coupled systems.

In time the arc heated the oxygen tank sufficiently to blow off the cap.
Other materials in the service module caught fire from the arc and, fin-
ally, one of the six bay covers (hatches) on the module blew off. The ship
had lost its major source of oxygen —and support of life.

Though the ship was two days from earth, the explosion was seen on
the earth. Next door to ground control an experiment was going on
which involved tracking the spacecraft with a radio telescope. The image
of the craft—just a dot by now even on the powerful telescope—was
displayed on a television screen. The experiment was ending; the ship
was too far away by now, and there were a lot of blips and other interfer-
ence that registered on the screen. Then they noticed a bright spot on the
monitor which grew to the size of a dime and then disappeared. It was
the venting oxygen reflecting light from space. They attributed it to a
problem with the monitor, and in any case, they had no operational
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connection with the ground controllers next door. Had the explosion
occurred several hours earlier, it is conceivable they might have inter-
preted it as a malfunction of the craft and inquired, but probably not.

The explosion was also felt aboard the craft. There was a small jolt,
and a distinct bang—not the sort of thing you expect in a voiceless void.
Swigert attributed it to one of the other astronauts bumping into the
hatch as he came in from the lunar module, but he wasn’t sure. Mission
Control got a brief interruption of telemetry, but that was not uncom-
mon. Besides, ground control was now preoccupied with another prob-
lem; in addition to the hydrogen caution light, a warning light appeared,
signalling trouble with the electrical system. The astronauts saw it too, of
course, and we know they were worried because their pulses, routinely
monitored by management, went from around 70 to 130. Management’s
pulses are not monitored, so we do not know what they felt, but they
made light of the problem and were slow to be convinced that anything
was really wrong.

As noted, the hydrogen and oxygen tanks fed a reaction to three fuel
cells; these provided electricity for running radios, controls, et cetera,
and also provided water for the system—for cooling essential parts, and
for drinking. Finally, they provided oxygen for breathing. Only one of
the two oxygen tanks exploded, but the second one was leaking; a pipe
had been damaged by the explosion. In addition, there is a common-
mode connection at the point of the fuel cells, such that the oxygen in the
undamaged tank could find its way out through this path. Vital life-
support systems were draining away; the redundancy of two tanks was
defeated by design. )

Aside from losing the source of air and the means of removing carbon
dioxide, the loss of electrical power meant that the astronauts could not
control the attitude of the spacecraft; that attitude was now upset by the
oxygen venting from the service module. The spacecraft had to rotate
every twenty minutes to even out the burning temperature on the sun
side, and the supercooled temperature on the shade side. It wasn’t doing
this. In addition, the erratic motion threatened to put the spacecraft’s
inertial measuring unit used for navigation in a particular attitude or
position known as “gimbel lock,” from which it could not be moved, and
which would render the guidance system ineffective. It would be like
losing your compass. Finally, the motion interrupted communication
with control—it was difficult for control to know which of the four an-
tennas to tune to, as the spacecraft rotated erratically. For part of the
time there was simply no communication.

For seventeen minutes no one could conceive of the source of the
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increasing number of failures that were occurring. One cannot see the
service module, or inspect it. There is no gauge that reads, “Oxygen tank
explosion,” only gauges of pressure and temperature and quantity. The
warning light for the oxygen tank was not even on, since the hydrogen
one was on and preempted it. As with Three Mile Island, there was at least
one gauge that might have pointed to the problem —the oxygen quantity
guage —but there was no gauge to point to its significance. The astro-
nauts noted the gauge, but disregarded it. The warning signals pointed to
the hydrogen tanks and the electrical system, and they knew that the
radios kept going out, the roll could not be controlled, two of the three
fuel cells were losing power but not the third, and so on. None of these
signals made any cumulative sense, but it seemed the problem was clearly
electrical.

The search for the problem was conducted with the well-worn assump-
tion we have been exploring in this book: since the system is safe, or I
wouldn’t be here, it must be a minor problem, or the lesser of two possi-
ble evils. Just as reactor cores had never been uncovered before, or that
ship would never turn this way, or they would never set my course to hit
a mountain, the idea that the heart of the spaceship might be broken was
inconceivable, particularly for the managers and designers in Houston,
all gathered together for the historic flight. Cooper puts it well:

.. .they felt secure in the knowledge that the spacecraft was as safe a machine
for flying to the moon as it was possible to devise. Obviously, men would not
be sent into space in anything less, and inasmuch as men were being sent into
space, the pressure around NASA to have confidence in the spacecraft was
enormous. Everyone placed particular faith in the spacecraft’s redundancy:
there were two or more of almost everything.2

As with Three Mile Island, the extensive training was for straightfor-
ward problems of component failures, and not for inexplicable interac-
tions of three failures (the problem with the hydrogen tanks, occurring
just when there was an indication that the oxygen needed stirring, and a
design that masked the subsequent failure of the oxygen tank). During
the course of pre-flight simulations the ground controllers, who them-
selves rehearsed the flight many times since they would essentially con-
trol it, grew impatient with the sometimes bizarre and implausible acci-
dent scenarios that were programmed into the simulator. The previous
Apollo missions had rather minor and straightforward single component
failures, while the scenarios they were now being given sometimes
seemed ridiculous. By the time of .4pollo 13 they had won their point,
and the astronauts had joined them in the effort to restrict trials to “one-
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point” or “two-point” failures. “Four-point failures” or “way-out disas-
ters” (what we would call system accidents) had been dropped from the
simulation runs.?! It may not have made any difference; the idea that a
short would occur in an oxygen tank and not be signalled was probably
inconceivable even to those who designed the bizarre simulations. The
chief pilot, Swigert, said afterward that “nobody thought the spacecraft
would lose two fuel cells and two oxygen tanks. It couldn’t happen. If
somebody had thrown that at us in the simulator, we’d have said, ‘Come
on, you're not being realistic.” » 22

Faced with the increasing number of malfunctions, the managers set
about following standard operating procedures. The most likely explana-
tion was a telemetry failure. False readings from the gauges aboard the
spacecraft were to be expected, and had occurred in the past. They pro-
ceeded to check instruments, or have the astronauts check them. Then
the next most likely event would be a minor failure or problem with one
. or more parts of units. This was carefully checked out. Even after it was
clear (first to the operators, note, then finally to the managers) that there
had been an explosion, the managers hoped that the mission might still
go ahead and there could be a moon landing. It was not until about forty-
seven minutes after the accident, twenty-eight minutes after they knew
something quite serious was wrong, that ground control completely gave
up on the notion that a lunar landing might somehow still be possible.
This hope, or production pressure, had operational significance: the
managers were reluctant to take any action to contain the increasing
damage, or to test the system to see what damage had been done, if that
action would mean an end to the possibility of a lunar landing. It might
be called, after Tom Wolfe, “Houston Right Stuff.”

Diagnosis

The actual discovery of the failures exhibits further parallels with the
system accidents we have been covering in this book, giving us deeper
insight into the mental models that operators (astronauts or controllers)
must construct. When the warning light came on indicating electrical
system problems, the managers found that one of the two main electrical
buses fed by the fuel cells was suffering a significant loss of power. (A bus
is a kind of junction point where electricity gets distributed; it can be
shut off, breaking the circuits.) The equipment powered by this fuel
cell—approximately half of the command module’s equipment—was
also beginning to fail. But the warning lights in the capsule and on the
ground went off, signifying normal operation. Both the astronauts and
the controllers concluded a minor malfunction had cleared up; the astro-
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nauts’ report of a jolt and bang receded from consciousness. Then an-
other anomaly appeared in the bandwidth of the radio waves carrying
information from the capsule. The ground controllers surmised that if
there had been a temporary minor electrical problem in the bus that
serviced the antenna, this must be a related problem. Now that the elec-
trical problem seemed to be solving itself, communications would clear
up momentarily as well. In fact, the radio disturbance was caused by the
panel from the service module flying off into space and striking the an-
tenna, but no one dreamed of such an explanation at this point.

Still within a minute of the accident, the astronauts had noticed that
the quantity gauge for the oxygen tank had gone off the scale on the high
side, but no one was drawn to this source as the cause of the problem.
After all, they had been having trouble with the oxygen gauges right
along; that was why the oxygen tank had been ordered stirred in the first
place.

But now the other main bus was beginning to fail; ground control was
beginning to get confused. Half the warning lights on the relevant control
monitor were lit up. It was still hard to know where to begin to try to
isolate the electrical problem. Two of the three fuel cells were also dis-
covered now to be without any power whatsoever. Since the fuel cell that
was still functioning drew its oxygen from the same tanks as the dead
fuel cells, ground control saw no reason to suspect the oxygen tanks. To
preserve the functioning of the equipment aboard the command module,
reserve storage batteries that were cesigned to provide power during re-
entry were hooked up. Eventually, as the scope of the disaster dawned on
everyone, these batteries were disconnected to preserve power for re-entry
to earth, but at this early stage there was still hope of going forward with
the mission.

Finally, ground control ordered the astronauts to begin reading out
loud all the gauges in the command module that had anything to do with
the electrical system. When they got to the gauge for the pressure in the
oxygen tanks, they discovered that the pressure gauge was reading zero,
though the quantity gauge had gone off scale on the high side. One of the
astronauts in desperation went to 4 window and saw a cloud of vapor
venting from the service module. The astronauts now understood why
they had been having trouble controlling the attitude of the spacecraft,
and with the help of the pressure gauge reading, they finally had a grasp
of the problem. Even though the astronauts reported their observations
immediately, the managers went through one more check to determine
whether all of the malfunctions including, presumably, the visual sight-
ing of vapor, might still not stem from an instrumentation problem. The
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astronauts understood the dimensions of their problem thirteen minutes
into the accident. It was another four minutes before ground control
finally agreed and ordered the crew to start turning equipment off in the
command module to ease pressure on what remained of the electrical
system. Even at this late hour, however, ground control was still trying to
keep its options open for completing a lunar landing. They carefully
avoided turning anything off that would definitely end all possibility of
completing the mission.

This difference between the analysis of the operators and management
is revealing. The complexity of the system was more baffling to the con-
trollers, even though they possessed more information than the astro-
nauts, because their monitoring of it was all somewhat indirect. The
astronauts felt a jolt and this remained an important part of their analy-
sis throughout the process of trying to track down the problem. They
were much more inclined to take the problem seriously, less inclined to
look for an instrumentation failure. The astronauts finally looked out the
window and saw gas venting from the service module. This left no doubt
in their minds, but ground control went through one last attempt to find
instrumentation failure that would mean production would continue.
The inability to see and feel the system directly was a severe handicap for
ground controllers despite the great sophistication of their electronic
monitoring system. The only ones on the ground to actually see the
failure, through a radio telescope hooked to a crude television monitor,
did not know what they saw, and were not monitoring the operations.

The accident allows us to review some typical behavior associated
with system accidents: (1) initial incomprehension about what was in-
deed failing; (2) failures are hidden and even masked; (3) a search for a
de minimus explanation, since a de maximus one is inconceivable; (4) an
attempt to maintain production if at all possible; (5) mistrust of instru-
ments, since they are known to fail; (6) overconfidence in ESDs and
redundancies, based upon normal experience of smooth operation in the
past; (7) ambiguous information is interpreted in a manner to confirm
initial (de minimus) hypotheses; (8) tremendous time constraints, in this
case involving not only the propagation of failures, but the expending of
vital consumables; and (9) invariant sequences, such as the decision to
turn off a subsystem that could not be restarted. All this did not just take
place with a few high-school graduates with some drilling in reactor pro-
cedures, or a crusty old sea captain isolated in his absolute authority, but
happened with three brilliant and extremely well-trained test pilots and a
gaggle of managers (scientists and engineers all) backed up by the “Great
Designers” themselves, all working shifts in Houston and wired to the
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spacecraft. As great as all these folks were—and we shall see shortly how
truly great they were—the complexity and the coupling of the system
defeated the mission, and nearly led to the “final accident,” the loss of
the ship in space.

Recovery

The resources at hand in NASA for recovery did make a great deal of
difference. Though the damaged equipment and dwindling supplies could
not be replaced, nor the severing of subsystems undone even if they
wanted to do so, and even though the subsystem failures were final, the
system itself was partially intact, and an unexpected redundancy, one not
designed-in but fortuitously available, existed—the little, disposable lu-
nar module.

NASA had four complete teams, each with dozens of experts, available
to staff its ground control system on a 24-hour basis. They were all
trained in the system, familiar with it, and indeed some had helped de-
sign it. Such resources are not available to any other high-risk system in
our society. NASA was able to free up about forty experts to concentrate
on working out solutions to get the astronauts home safely; they were
free of routine flight management duties. In addition, almost every step
they devised could be quickly and realistically tested in a very sophisti-
cated simulator before it was tried out in the capsule—something rarely
available to high-risk systems. With these resources, they were able to
work out completely new and heretofore unimagined procedures for
recovery.

NASA had a completely dead command module with no regular oxy-
gen supply and no regular electrical system halfway to the moon. An
emergency oxygen supply of limited capacity was still available, along
with batteries for reentry maneuvers, for powering up the command cap-
sule for the last hours of reentry. But by now the ship had passed the
point of no return and would have to spend days traveling out to the
moon and using the moon’s gravity to swing it around and head back to
-earth. The three astronauts would have to spend four days living in the
lunar module, designed for two persons and for just a brief jump from
the command module to the moon and back. The lunar module would
have to establish trajectories and maintain attitude control for the whole
spacecraft, while keeping the operators alive. Then, just before reentry,
the lunar module would be discarded, since it had no heat shield and
would burn up upon entering the atmosphere. The operators would have
to return to the command module, bring it back to life after four days of
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dormancy, and have enough fuel and oxygen and electrical power to
manage the difficult reentry problem.

All the designed-in redundancies of the spacecraft now were ridicu-
lously limited. The limited oxygen supply in the lunar module would
now have to last three people almost four days. Water would have to be
rigidly conserved (and dehydration eventually led to reentry errors). The
battery-generated electrical power was severely limited (that is one rea-
son they transferred to the lunar module; it would use less). The lunar
module did not have enough carbon dioxide filter canisters to cleanse the
air for so long a period, but the command module canisters did not fit
the lunar equipment (and who would have thought that this would ever
be needed). Eventually, plastic bags for waste and electrical tape made a
reasonable connection possible. The electrical system was designed so
that the command module would support the lunar module; now it had
to be reversed somehow so that the lunar module could power up the
command module. No one knew if it would be possible. These were just
some of the inconceivable problems facing the designers and managers
and operators.

The operators of a spaceship work from checklists, just as ordinary
humans do when they go Christmas shopping, move their households,
pack for a ski trip, or study for a final exam. The checklists utilized by
the operators of spaceships, however, take a team of engineers about
three months to prepare, and could take three or more hours just to read
off to the operators. It is not a matter of simply looking to see if switches
are in the correct position; it involves entering values in the computers,
running tests and subroutines, setting and resetting valves and switches.
It configures the craft through a series of sequences. Faced with an un-
precedented situation, teams of engineers had to create, in hours, new
checklists—piloting directions for the operators. For example, all the
checklists for powering up the lunar module were based on the assump-
tion that it would be receiving power from the command module. Fin-
ally, a checklist was found that involved starting up the lunar module
“from its own batteries, but it was long and complex and would require
two hours for the astronauts to complete. There was only fifteen minutes
of power left in the command module, not two hours. A checklist was
improvised on the spot based on the designers’ and managers’ intimate
knowledge of the detailed workings of the system.

In a sense, what was involved was the design of a substantially new
system based upon the components of an old and no longer functioning
system. And along with creating a new system, a whole new set of proce-
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dures for operating it also had to be devised. Because of the uncertainties
of such a project, in one sense the new system would be more complex
than the original one. While it would involve interactions that had never
been contemplated before and were therefore not well understood, it
would also require a drastic simplification of the system. Complexity was
reduced as well as safety devices. The moon-launching part of the mis-
sion, scientific experiments, television coverage, on board comforts and
even automated devices were discarded, leaving them with a more single
purpose, linear system. Some of this loosened the coupling of the system,
but the complexity was greatly increased by the lack of redundancies and
slack. Everything had to be conserved. To save fuel they continued the
trajectory to the moon so that its gravitational force could be used to
reverse the direction of the craft. This also gave controllers time to dras-
tically simplify re-entry procedurss and check lists, because the astro-
nauts became error-prone with the lack of sleep, water and heat. At each
point, controllers chose the option that gave them the most opportunities
for intervening by themselves and for the operators to make corrections
at subsequent stages. Thus, at each point decisions were made that would
loosen the coupling of the system. As the flight approached the stage of
reentry, some of the pressure on the consumables began to ease as re-
serves being held back for various contingencies were no longer neces-
sary as crisis points were passed. So, as the flight got closer to home,
some redundancy in the consumables reappeared, and the system, in
effect, became less tightly coupled than it had been at earlier points in the
recovery process. :

The new system created by the accident also suddenly had the poten-
tial for a catastrophic accident that the old system did not have. Inside
the lunar module there was a container of radioactive fuel, including
some plutonium, for powering an experiment that was to be left on the
moon. Now it was coming back home in the little lunar module. A simi-
lar canister in an earlier space shot had burned up in the atmosphere and
scattered plutonium in the upper atmosphere. This canister had been
designed to remain intact through reentry, but it might burst upon hit-
ting the ground. In calculating where the command module would even-
tually be recovered, the controllers also had to calculate where this radio-
active fuel canister would hit after the lunar module burned up in
reentry. One early trajectory for the recovery of the command module
would have brought the radioactive fuel down in a heavily populated
area of Madagascar. The representatives of the Atomic Energy Commis-
sion at NASA lobbied against that course. (It is not clear what they
would have said if it had been a lightly populated area of Madagascar.) In
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the end, the canister appeared headed for deep water off the coast of New
Zealand. But the astronauts made a last minute error in attitude control;
it would have been difficult and dangerous to try to correct. Fortunately,
the new location for the casket was the Indian Ocean, and the AEC
representatives were satisfied.

As it turned out, the lunar module was made into a much better “life-
raft” than anyone had expected it to be, and it dragged the dead com-
mand module around the moon, back to earth, and successfully powered
up the command module for a smooth reentry. It was a job no one ever
imagined the lunar module would have to perform. It is an example of
indigenous safety devices unplanned by designers, but just there, that are
common in linear, loosely coupled systems but not in complexly interac-
tive, tightly coupled ones.

The recovery from the failure was brilliant. Cooper captures it just as
brilliantly in his long, detailed, and detached narrative of this phase of
the mission. It was a technological triumph, but almost an inverted one.
Cooper plays with this idea in the following:

The supreme achievement of American technology had broken down utterly.
All that was left was a spacecraft whose very complexity made it harder to
handle, plus a group of flight controllers and three astronauts who were them-
selves products of the vast bureaucratic machine that had produced the mal-
functioning spacecraft. On the face of it, this might appear to have made it all
the more difficult for them to get outside the situation and impose their will on
the wayward spacecraft. However, the accident had also demolished most of
the technological appurtenances, such as checklists and flight plans, which
substitute a sort of delayed time for immediacy, and also much of the auto-
matic equipment aboard the spacecraft which performed tasks that earlier
mariners would have performed for themselves. Now the flight controllers and
the astronauts were no different from any other sailors facing disaster at sea.
They would do a lot better by themselves than their elaborate paraphernalia
had done by them.??

He is correct when he links the controllers and the astronauts together as
mariners; in the recovery the distinction between manager and operator,
indeed, between designer, manager, and operator tended to disappear.
With Apollo 13, more than any other flight, the astronauts returned to
their old test pilot status—professionals in a cooperative, extraordinary
endeavor that made little of rank and control. The conditioned subject,
the chimp, the redundant device, the man who had only to sit on top of a
piece of fireworks with a thermometer up his rear to achieve hero status,
disappeared forever. But so, hopefully, has the notion of the “Omniscent
Designer,” and the “Omnipotent Manager.”
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Early Warning Systems

Since Hiroshima and Nagasaki the ultimate in catastrophic accidents has
been accidental nuclear war, an accidental determination of the fate of
the earth, a holocaust. Headlines tell us of steady technological advances
in missiles and the defense against them. The defense is largely more
missiles or faster ones or quicker counterstrikes. Missile gaps continue to
be debated; the 1960 presidential election was thought by many to be
decided on the basis of a missile gap when missiles were few in number
and overwhelmingly in our hands. As the gap has narrowed, the number
of missiles has increased to thousands. (There are between twenty and
thirty thousand U.S. nuclear weapons in the United States and abroad.)
Complicating the picture is the increasing number of armed conflicts
around the globe, their increasing ferocity and durability, and the in-
creasing number of combatants with access to nuclear weapons. The
nightmare of Dr. Strangelove has not gone away; in fact, that scenario,
bizarre as it was in 1964, is pastoral in its loose coupling and linearity
compared to scenarios that can be imagined today.

Dr. Strangelove was a hilarious but chilling film by Stanley Kubrick
concerning our Strategic Air Command and national defense posture. In
terms of system accidents it runs like this: General Jack D. Ripper (the
humor is broad, to say the least) is a crazed SAC bomber commander
who launches his squadron of B-52s with their nuclear bombs against the
Russians. (Psychopathic behavior has been left out of all the accident
scenarios in this book, but we kriow it exists. We will include it this one
time, as failure #1.) Only General Ripper knows the secret code that will
recall the bombers, and he will not reveal it. (Failure #2; a procedure
error, or procedure risk. It resembles the rumored ability of submarine
commanders to fire nuclear missiles without presidential orders under
some circumstances, such as, of course, a loss of communication with
our president.) The army is forced to attack his base, but (failure #3) the
secret recall code dies with General Ripper in the attack (a common-
mode failure). But there are still recovery possibilities, because, in those
halcyon days, it takes a few hours for the B-52s with their missiles to
reach Russia. (It is ten minutes now for submarine missiles, less than
eight minutes for Pershing II missiles about to be based in Europe; none
of our medium or long-range missiles can be recalled, or even destroyed
in flight if fired in error. The system is immensely more tightly coupled
today.) A lucky guess and the combined efforts of the Russians and the
Americans make it possible to recall or shoot down all but one of the
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SAC bombers But one is left, giving us failure #4. (One is reminded of
the reconnaissance airplane that did not get the message during the Cu-
ban missile crisis to keep clear of Soviet territory; it strayed over the
border when we were “eyeball to eyeball” with the Russians, considering
an air strike against Cuba, and commencing a blockade. It complicated
the negotiations no end.?4)

The slack in the system had removed all but one potential source of
catastrophe, it was thought, but it just so happened that-the Russians had
installed a “Doomsday” device that would destroy the world automati-
cally if even a single nuclear bomb went off. The “Doomsday” machine
was installed to deter nuclear attacks once and for all, but it would only
work if we knew of it. Failure #5 was that the Russians had armed it but
were waiting for an opportune moment to announce its existence to the
world. Once operational, there was no way to disarm it, for its effective-
ness depended upon neither the U.S. nor the Soviets being able to defeat
it. (The closest counterpart today is ‘“launch-on-warning,” a posture
threatened by both sides that would send irretrievable missiles to the
enemy if it looked as if the enemy were launching an attack. That pre-
sumption of an attack will preoccupy us in this section.) At this point in
the film, with appropriate patriotic music, no further human interven-
tion is possible. The last remaining B-52 from the squadron, rejecting
radio messages to return because the messages lacked the proper code,
reaches its target, and the world goes radioactive. In the final scene U.S.
officials are left discussing the possibility of preserving at least the U.S.
version of civilization underground in abandoned mine shafts. The air
force chief of staff warns the president of a possible “mine-shaft gap.”

Today, the ridiculous accident scenario is not as ridiculous as it once
seemed. With Soviet satellites watching for signs of missile launches, we
have had a dropped wrench setting off a Titan missile (fortunately, it
went only a few hundred yards), and a rumor of an accidental launching
below the Canadian border that landed a missile in Canada. But there is
so little information about accidental missile launchings or accidents
that came close to causing launchings that I cannot even speculate on the
matter.

This is also true of the matter of ‘“broken arrows—accidents with
nuclear weapons, such as dropping them during ground transport or
loading, dropping other objects on them, or dropping them accidently
from airplanes as in the Palomares, Spain incident in 1966 (the cost of
cleanup operations was well over $50 million; 5,000 barrels of the pluto-
nium-contaminated soil are buried in lovely South Carolina).?s There
have been between “‘over twenty-seven’ (official count) and one hun-
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dred twenty-five (International Pecace Research Institute count) of these.
In the official list, fourteen of the twenty-seven accidents involved the
explosion of the detonating device (which in one case created a crater in
Texas 35 feet across and 6 feet deep). But the detonating device must go
off with extreme precision to explode the warhead; it consists of several
explosive charges surrounding the nuclear core. It is thought that it is
extremely unlikely that an accident could produce just the right pattern
of explosions (indeed, we are not sure an intentional detonation can do it
very often). However, we have probably had a few tries at it. In one case,
five of the six interlocking safety devices on a bomb failed, and according
to Dr. Ralph Lapp, head of the nuclear physics branch of the Office of
Naval Research, only one switch prevented a 24-megaton bomb from
destroying much of beautiful North Carolina.

One may easily imagine a scenario of commonplace industrial failures
and military mishaps leading to such accidents; one need not even in-
voke the concepts of complexity and coupling. Even though a nuclear
explosion is extremely unlikely, a broken arrow can spread deadly pluto-
nium about, and the earth has been scraped in Spain, Greenland, North
Carolina, Indiana, and probably elsewhere to remove the deadly con-
tamination. While we no longer keep B-52 bombers aloft with armed
nuclear weapons on a continuous basis, they do fly about and the weap-
ons—unarmed—are transported by air routinely in cargo aircraft. (A
helicopter carrying nuclear bombs once made a forced landing at Coney
Island.) Their plutonium is available for distribution in an accident.
While the destructive potential to third- and fourth-party victims is not
as great as that entailed by an accidental detonation of one of the thou-
sands of existing warheads, the probability of spreading plutonium about
in, say, a 2-mile wide swath 25 miles long, contaminating earth and
people alike, is much higher. The most destruction, of course, would
come from an accidental launch of nuclear weapons, but that has the
lowest probability of all. Let us see why.

We will focus upon the most credible example of accidental attack—
false alarms. The matters of terrorism and insane commanders will not
be considered.

The Warning

In a huge series of caves carved out of rock underneath Cheyenne
Mountain in Colorado, the NORAD (North American Aerospace De-
fense Command) early warning command center waits for signals that
the Russians are coming. It is not, though one might imagine it to be, an
uneventful life. While the Russians are reasonably inactive, except for
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some test firings of missiles and space shots, everything else seems to be
going off all the time. When something does go off, a “missile display
conference” is called. In 1979, according to a Senate report, there were
1,544 missile display conferences. In just the first six months of 1980
there were 2,159 of them—over ten a day.? The enlisted men and wom-
en who staff the monitors, thus, are reasonably occupied.

The conferences are not much, though they must keep the managers
busy there; they are telephone conferences, calling the duty officers at
three other command centers to verify the accuracy of warnings. A “mis-
sile threat assessment conference” is more serious, though the telephone
is again the medium. In this, persons higher than the duty officers at four
separate command posts are called. There were seventy-eight threat as-
sessment conferences in 1979, about one every five days, and presum-
ably two or three times as many in the first six months of 1980. After a
missile display conference and then the missile assessment conference
we come to the third level of missile conference, one that has never been
called, the “missile attack conference.” The president of the United
States is in on that one.

What keeps these outposts of our defense busy are primarily atmos-
pheric disturbances that produce an infrared “signature” somewhat simi-
lar to that produced by an actual missile launch that is detected by our
satellites. There are also flocks of birds to contend with, and space shots
and testing, as well as miscellaneous anomalies in the atmosphere or the
equipment. With so many warnings, the system probably has its responses
worked out quite well. This was true on November 9, 1979, when the
monitors indicated a massive Soviet attack. It was clear that it was not
an anomaly; it showed both land-based missiles and submarine-based
missiles were involved. In fact, it closely conformed to what the Penta-
gon anticipated the Russians would do if they attacked. It was a quiet
day, internationally, which may or may not have contributed to the skep-
ticism. The attack showed up simultaneously on monitors in the Colora-
do headquarters of NORAD, the National Command Center in the Pen-
tagon, Pacific Headquarters in Honolulu, and “elsewhere.”?” A thousand
Minuteman Intercontinental Ballistic Missiles (ICBMs), capable of hit-
ting targets in Russia, were placed on low-level alert. Ten tactical fighters
took off, but what they would have done is not clear to me; they cannot
shoot down incoming missiles. But after six minutes the alarm was certi-
fied as false. That might seem speedy, but Russian submarine-based mis-
siles will allow us only eight to ten minutes to mobilize our counterstrike,
and in addition to arming and preparing to fire the Minuteman missiles
the president has to be called, since only he or she can order a missile
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launch on such a warning. Over half of this time was used up before the
alert was cancelled. But actually, it was suspected to be false within two
minutes.

The realistic character of the false alarm was understandable: a train-
ing tape that simulated an expected Russian attack had been loaded on
an auxiliary computer for routine purposes. Somehow the signal found
its way into the active, on-line alert system. (One can visualize the enlist-
ed personnel that monitor the screens saying, “Boy, that looks just like
the real thing; just like what they trained us for,” and pushing all the
buttons in sight. Equally likely, however, would be this reaction: “That’s
unreal; nothing ever happens the ‘way the training program says it will.””)
How did the managers know it wasn’t real? They checked the reports
from two independent sources, the satellites and the early warning radar
systems—a matter we shall come to shortly.

Less than a year later, at 2:26 a.M. on June 3, 1980, the Strategic Air
Command received an indication that two submarine-launched missiles
were on the way; it came from NORAD headquarters. SAC called to
confirm, and NORAD was unable to confirm, even though the message
came from their computers. The SAC duty officer took the precaution of
ordering all B-52 alert crews to board their airplanes and start their en-
gines. It is essential that these bombers, armed with nuclear bombs, be
aloft if there is a strike, or the Russian missiles will presumably have
wiped out all their bases. It would take the B-52s hours to reach Russia,
but they would be above the holocaust in North America. Shortly there-
after the SAC display indicated rio missiles, and no other parts of the
warning system indicated any either, so the B-52 crews were ordered to
shut down their engines.

A few minutes later the SAC display monitor, receiving messages from
NORAD headquarters, indicated Soviet land-based missiles on their way
to targets in the United States, and a little later the monitors in the
Pentagon showed submarine missiles coming in. The monitors do not
“picture” these events, as a radar screen does, but only display numbers
in the appropriate categories, indicating number of missiles, direction, et
cetera. The duty officer at the Peritagon convened a missile display con-
ference, the lowest level of alert involving a conference telephone call,
and then went on to the next level, a missile threat assessment confer-
ence bringing in more officers. The commander of NORAD said that
there was in fact no threat, and one minute later the SAC alert was
terminated. In the meantime, the Pacific Command airborne command
post actually sent bombers into the air from its base in Honolulu. The
whole episode lasted three minutes. Since the Soviets have the capacity
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of monitoring the activity of our airbases and may have the capacity of
monitoring telecommunication activity, if not the actual content of the
messages, one wonders if they went on alert with their own missile crews
and bombers.

The cause of the false alarm could not be determined. But NORAD
knew it was false because neither the satellites nor the radar picked up
signals of land or submarine-based missiles being launched or penetrat-
ing our perimeters. NORAD kept the system in the same configuration
for the next few days to see if it would reappear, or so they testified in
Congress.?® Three days later the identical alarm recurred. SAC crews
again started their engines, and again the alarm was determined to be
false in less than three minutes. NORAD switched to a backup computer,
and began the search for a possible malfunction. Eventually they found
it. It was a defective, tiny silicon computer chip (cost, 46 cents), not in
the computer itself that was set aside, but in the “multiplexer” that
routes messages to the various command posts. This multiplexer sends a
message to the command posts on a continuous basis to confirm that the
channel is open and usable. However, this message was in the same
format as that used to indicate a real attack. Why it was the same format
is not clear. It seems unlikely that this was an inadvertent similarity,
though that is possible; more likely, the form of the message was similar
to insure that that form could be sent. The message has a space to indi-
cate the number of missiles, the number given is zero in the routine, test
message—we have no missiles today. Due to the malfunction of the chip,
this zero changed to a “2” and then apparently to other numbers; it sent
this data out to some, but not all of the command posts. The available
testimony does not indicate what information other than “2s” for the
number of missiles was also sent.

NORAD changed the routine message format so that it no longer re-
sembled an indication of an actual attack. It also corrected another over-
sight, resembling the PORYV warning light at the Three Mile Island plant.
NORAD had been aware of what it told its equipment to send out, of
course, but it had no monitors at its headquarters to show what actually
was sent out. (At TMI, the operators were aware of what the automatic
system had told the valve to do, but had no way of knowing what it
actually did.) NORAD operators had no way of knowing that, without
intending it, the signal was saying, “We have two missiles for you to-
day.” NORAD installed monitors, and presumably three new shifts of
enlisted men and women now watch these and compare them with the
signal that is supposed to go out. Now that this little anomaly has been
discovered and corrected, one wonders what the next one will be that no
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one thought of, but was so obvious once it was discovered. The opportu-
nities seem endless since NORAD is such a vast and complicated com-
mand, control, and communication system resting on radar and satellite
stations that apparently transmit ten pieces of garbage—false warnings—
a day.

Nevertheless, false information is not dangerous if it is not credible.
Our early warning system has two major checks upon the credibility of
computer errors of this type, and one on the credibility of sightings of
missiles and, fortunately, these are reasonably decoupled. The instances
we have reviewed were caused by false information generated at
NORAD headquarters and sent to the command posts. But each post,
and NORAD itself, has its own monitors showing what the radar and the
satellite systems are seeing. Checking these, and seeing no indications in
either one that bore any relatior: to the quantitative information from
NORAD, the officers knew that it was a false alarm. That is why the
president was never called. The system must work very fast, and in these
three cases it did—within three minutes or less it was known or strongly
suspected that the signals were false.

The two major sensors also detect missiles through different methods,
and are not linked to each other. (Satellites pick up the launch, radar the
incoming flight, so they are actually not two measures of the same
event.) Land-based Soviet ICBMs would be detected first by the Ballistic
Missile Early Warning System (BMEWS) strung across northern Canada
and Alaska and, closer to impact, by the Perimeter Acquisition Radar
Attack Characterization System (PARCS). (The elaborate and uncom-
municative names are not reassuring; for me, the names and acronyms
only reinforce a notion of unmanageable complexity.) PARCS is near
Grand Forks, North Dakota, and is reported to be capable of a very
precise identification of exactly what kind of missiles are involved and
what their “multiple independent reentry vehicles” are aimed at. Of
course, the Soviets have not allowed us to test this capability. For sub-
marine-launched missiles off either the Atlantic or Pacific coast, the sat-
ellites are the first line of detection, followed by a special radar system
called Pave Paws (I will not burden you with what that stands for). For
those coming from the Gulf of Mexico, we have an older radar system.

The command centers can check all these. Now it is possible that two
or three of these sensors could malfunction simultaneously, or nearly so,
even though they are independent of each other and use different detec-
tion methods. But it is highly unlikely that the malfunction of the satel-
lite would produce the signature that would just happen to match the
malfunction of the BMEWS radar, and that there would also be a very
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similar malfunction of the PARCS radar. Not only would they all have
to malfunction, but they would have to produce compatible malfunc-
tions. With multiple and independent sources of information, the more
detailed the information, the more unlikely an error. Information in in-
dustrial plants is generally crude (the valve is open or closed) or singular
(the temperature is X). An independent source can mistakenly confirm
such values because they are simple. If, however, the information has
many parameters—number of missiles, trajectory, speed, and size—then
an incorrect confirmation is much less likely.

But we do not know how similar the information must be to be credi-
ble. If our anti-submarine warfare satellite spotted a foreign submarine in
the Gulf of Mexico, and if a satellite suggested three missiles were fired
in the Gulf during a thunderstorm, but it was an ambiguous signal be-
cause of the weather, and it just so happened that the radar scanning the
Gulf malfunctioned in such a way as to suggest two or five missiles were
coming (the malfunction might have been associated with the storm),
and if it seemed the missiles would arrive too quickly to wait for PARCS
in Grand Forks to verify their arrival, and one of the four command
centers had all this information at hand, the duty officer might just send
the airplanes up, arm the Minutemen, and call for a second- and third-
level alert conference. The three missiles suggested by the satellite might
well “fit” with the two or five suggested by the faulty radar, especially
since, in an attack, missiles would be fired off in rapid sequence and the
number of missiles in the air would change rapidly as seconds passed.

Suppose the Soviet satellites also picked up the highly suggestive at-
mospheric signal from the Gulf and within three minutes put Cuba on
the alert for a nuclear attack from the United States. We would notice
that immediately, and it would reinforce the suspicion that Soviet sub-
marines were attacking. We could even suspect that PARCS would not
work that well when the chips were down, and thus was not tracking the
missiles from the Gulf, and start trying to communicate with our subma-
rines. The Russians would note that, and it would reinforce the partial
information they had. They might even see our hardened silo covers roll
back in the Midwest. There would be no time for a hot-line call, and we
would not expect the Russians to tell the truth anyway, nor they us.

I am sure that military experts could point out many flaws in this
hypothetical scenario, and I truly hope they can. But without a security
clearance and a year to study the system I cannot be sure that this sce-
nario, or some other, is completely out of the question.

It is also conceivable, though very unlikely, that a malfunction could
reverse the path of communication between the sensors and NORAD.
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We have seen that NORAD can generate false information on its own.
Given the complexity of the system, it is not inconceivable that the
failure that produces this might also produce a reverse flow, wherein the
false information ended up on the satellite and radar screens through
some devious route. After all, a training tape played to a packed house in
the on-line NORAD system.

To summarize, the detection system—NORAD and the sensing sys-
tems—is moderately complexly interactive. Linearity is introduced be-
cause the subsystems are independent of each other, not proximate spa-
tially, nor subject to many common-mode components (though there are
some). Some loose coupling is present because recovery is possible from
some low-level failures—the B-52s need not take off, or they can be
recalled—and final action depends upon finding the president in time
and convincing her or him. Some loose coupling is built into the system
inadvertently (and inadvertent recovery aids are particularly valuable
because they can cover contingencies designers did not think of). The
PARCS system was originally designed as part of an anti-ballistic missile
system to shoot down incoming missiles aimed at our ICBMs. That
turned out to be impossible, but the system is now available as a check
on the other sensors. The satellites went up to provide earlier warning
than radar, but since the satellites are independent of the radar systems,
they provide some check.

But note a final consideration. Each side attempts to complicate the
job of the other side. Thus, incoming missiles can fire decoys that might
just confuse PARCS and Pave Paws and BMEWS; aware of this possibil-
ity, these folks might mistake a confusion of geese and sun spots for the
confusion the Russians were trying to spread. Then there is the distur-
bance produced by nuclear explosions in near space, which would dis-
rupt most of our communications; could a blackout over an interlocked
power grid extending from Colorado to the capital be misinterpreted as
an electromagnetic pulse from a Russian weapon fired from one of their
satellites? The defense system is one that grows on complexity. We are
not merely adding safety devices to buffer a failure in the DEPOSE com-
ponents; the “failures” we must guard against are those that an enemy
(supremely clever and resourceful, it is assumed) is actively promoting.
Each side mindlessly makes it less possible for the other to rest assured
that it does not seek its total destruction. Thus, we confront another
source of error that no other system we have studied has to cope with.
Ironically, this new source of error is found in that system which could
decide the fate of the earth.
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The Response

The response system, once the credibility of a warning is thought to
have been established, is apparently so complex as to provide consider-
able safeguard against an accidental war; it is hard to imagine that the
system would actually work. Of course, this means that it provides little
defense against an actual attack. Since there is really no “defense” any
more, only retaliation and a possible mine-shaft gap, this may be a bless-
ing. The World Wide Military Command System, of which NORAD is a
part, operates so poorly and intermittently, despite billions of dollars,
that we may suspect that its strategic weapons system is as failure-prone
as its detection system. An admiral recently remarked that the strategic
weapons response system is so complex, because of all its safeguards
such as two-person control, multiple-command requirements, and con-
ferences, that he wondered whether we could ever manage to launch our
nuclear weapons even in the face of a clear threat.? The details of the
presumed complexity of the system are not available for analysis; one
may comfortably assume, however, that it is not a very linear system.

The response system is more tightly coupled than the detection sys-
tem. A ballistic missile cannot be recalled or destroyed. A submarine
commander and his chief officers presumably can fire their missiles if they
believe that their lack of communication with their managers is because
there has been a Soviet attack. It is probably the case that there is no
signal to tell them that the lack of a signal is not a signal—a problem
with tightly coupled systems. There is not likely to be any recovery from
the consequences of an accidental strike; the Doomsday machine is, in
effect, in place. In fact, it is worse; launch on mere warning has been
threatened by both sides. It is something the generous Stanley Kubrick
did not anticipate. '

Conclusion

In conclusion, the early warning system appears to be moderately
complex and coupled, but not disastrously so. Since its catastrophic po-
tential is extremely high, we should well wish for further independence
among the subsystems and more corroborating possibilities. In particu-
lar, we could hope that one aspect of complex systems, the presence of
invariant sequences, could be reduced, such as by the ability to disarm
the warhead and destroy our own missile in flight. But we should note
that in this system, failure to deliver may be high, and since it is certain
that false alarms are far more prevalent than true ones, this ineffective-
ness may be a virtue. Indeed, one wonders if it is ever worth risking the
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high probability that an alarm is false by launching missiles at Russia.
The output of such a response is mutual assured destruction, or MAD.

The response system is more complexly interactive and more tightly
coupled than the warning system (though it is hard to separate the two).
Missiles cannot be recalled; submarine commanders may be out of touch
but able to act on their own; missiles may go off accidentally. The com-
plexity of the system is such that it may limit its ability to share in the
destruction of the earth, but it also means that an inadvertent first strike
is possible. Our missiles could go off, not because of a false warning
based upon the faulty interpretation of signals from the environment,
but because internally-generated signals may go off by themselves.

With weapons system we confront new complexities. First there is the
peculiar matter of failures of failures equalling success. If the detection
system fails and falsely indicates an attack, but the response system fails
to respond, we have success—that is, we have not started a war. One
does not like to hope for failures 1o insure success. But the probability of
each of these failures, separately or jointly (greatly reducing the joint
probability of both failing) remains higher, I believe, than the probability
that the Soviets would make a first strike.We are more likely to fail to
respond to a false alarm than the Soviets are likely to intentionally
attack.

However, we have a truly interactive system here. We do not know the
probability that the Soviets would either accidentally launch an attack,
or launch on a false warning. Presumably they are confronted with the
same complexity and coupling problems that we have (though there is
some belief that their missile system is, as their conventional weapons
systems is thought be be, less technologically advanced—that is, less
complex and tightly coupled—than ours). The permutations of risk anal-
yses in this area could be an endless hall of mirrors.

Finally, we have, for the first time in this book, a system where the
environment is intentional and self-activating. The enemy can intervene
in the operation of the DEPOSE components through decoys, deception,
disruption of communications, theft of designs, even perhaps the corrup-
tion of operators. We need safety devices to guard not only against the
failure of a part or unit, but also against the ability to mask that failure.
This adds another dimension of complexity to something already com-
plex enough, and greatly limits the possibility of recovering from failures
before the system itself fails. There does not seem to be any end to this
increase in complexity and coupling. The judgment that, as of 1983, the
early warning system is only moderately complex and coupled, may be
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overtaken by 1990 because of what we think the Russians are doing to
intervene in our system—and what they think we are doing with respect
to theirs. As noted before, it is ironic that the most fearsome system on
earth should have this added burden of complexity and coupling.

Recombinant DNA Technology

With recombinant DNA processes, we will have to engage in an anticipa-
tory analysis. The series of industries that focus on this technology are
only just beginning to come into existence. There are no published de-
scriptions of the production system in commercial DNA labs, and there
are certainly no accounts of accidents in these labs as yet. However, we
have a fair idea of the nature of the production system, and some people
have written at length about the dangers of an accident. The system
appears to be complex in its interactions and tightly coupled, but I cau-
tion the reader that I know even less about it than I do about nuclear
weapon systems.

Recombinant DNA technology, or gene-splicing, is a microbiological
technique that allows scientists to graft the genetic information from one
organism into the cell nucleus of another. This enables the biologist to
design new life forms for accomplishing specific tasks. Among the early
successes of DNA have been the creation of bacteria that can produce
complicated biological molecules used in medicine, which had been diffi-
cult and expensive to obtain. Human insulin, growth hormone, and in-
terferon are among the first of these synthetic biological products that
have commercial application. Much more is coming; indeed, whole sec-
tors of the economy may be transformed. In the chemical industry, work
is underway to create micro-organisms that can serve as catalysts for
chemical reactions, thereby doing away with some conventional transfor-
mative processes requiring high temperatures and pressures.3® Forms of
bacteria might be created to consume oil spills or transform waste prod-
ucts into energy sources. Some biologists are speculating that agricultural
production as we know it may well be transformed through the creation
of new and exotic plant forms, and meat production could be trans-
formed through the substitution of “single-cell protein cultures.”3! Fi-
nally, this technology holds out the potential for the application of bioen-
gineering techniques on defective human genes—a technology for
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nothing less than designing or redesigning human beings. It is, in short, a
process of remarkable potentials that could transform not only our econ-
omy but our sense of what is human.

The commercial potential of DNA is apparent in the venture capital
flowing into the industry, and the increasing centralization of the indus-
try taking place through cash-rich cil companies. The four original small
gene-splicing companies that began with a handful of PhDs and venture
capital in the mid- and late 1970s grew to a combined value of over $225
million by 1979.32 By 1982 it was estimated that there were 350 compa-
nies involved in the recombinant procedures.3? The larger pharmaceuti-
cal companies moved into the industry quite early, of course, and were
quickly followed by chemical industries and, especially, the large oil
companies. Large sums of capital have been committed to the industrial
application of gene-splicing by such chemical companies as Dupont,
Pfizer, and Monsanto, and among the oil companies, Arco, Standard Oil
of Indiana, and Occidental Petroleum. Commercial success in the agri-
cultural market may not come before the 1990s, but may come sooner
for the medical field.

Unfortunately, with all these fantastic potentials go some fantastic
risks. These industries will produce new, /iving technologies; life forms
that are unique, unprecedented, and in some respects very poorly under-
stood. In many of the proposed applications, new organisms will be in-
troduced into the environment ir. massive quantities. Such quantities
may produce totally unexpected interactions; there is simply nothing in
our experience to go by. Once introduced, there seems to be very little
and quite possibly no chance for intervention should unexpected and
untoward interactions take place. As Pamela Lippe of the Friends of the
Earth warned Congress in 1977:

DNA is probably the most unforgiving technique we have yet developed. Ra-
diation decays. We can stop making toxic chemicals. But a novel organism has
a life of its own; once it has escaped or been released, once it has established an
ecological niche, it is out and replicating, perhaps beyond our ability to control
or clean up.3*

The catastrophic potential of DNA is different from all other systems

we have described in that it does not loose toxic or explosive substance

" upon the environment, but rather creates interactions between systems

that were not previously linked at all, and perhaps could not be foreseen

to have been linked. Once the linkage is made, it cannot be controlled by

the operators. A catastrophe of literally epidemic proportions may be set
in motion.
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We know something about the interactions of toxic chemicals with the
environment, and while these are not new organisms with unpredictable
behavior, we can get some idea of the magnitude of the problem by
briefly reviewing this relatively simple interaction between the system
and its environment. Perhaps the most widely known example is DDT.
It was the publication of Rachel Carson’s Silent Spring in 1962 that first
acquainted the public and many scientists with the chain of unexpected
effects stemming from the application of DDT, endrin, dieldrin, and
other related pesticides. The danger she uncovered was not that of direct
poisoning, which was observable and well understood. Rather, Carson
pointed out that these poisons “magnify” in living tissues. As they move
up a food chain, from plants through small herbivores to a succession of
larger and larger carnivores, the poisons become more concentrated in
living tissues. The unanticipated interaction here was not a direct poi-
soning of people but rather that the food chain on which plants, small
animals, and man are linked became impaired. The ramifications are
still working their way through the planet in, for example, inhibition of
photosynthesis in phytoplankton and the crippling of reproductive sys-
tems in birds.

The scenarios mentioned by scientists for possible accidents from the
production of recombinant DNA are similar to the actual DDT acci-
dents. They include an unexpected linkage between previously unlinked
systems, limited prior knowledge of the interaction process, and indirect
and delayed information on the consequences. These scenarios are eco-
system accidents that result from intended incursions on the ecological
system.

Not all eco-accidents are system accidents in their origin. The oil spill
in Santa Barbara, the leeching of toxic wastes at Love Canal, and the
contamination of Seveso, Italy, by dioxin are component failure acci-
dents. They are the result of poor design, operator failure, or equipment
failure. Hooker Chemical Company knew of the danger of the toxic
waste they buried at Love Canal. The drug firm, Hoffman-La Roche, in
Switzerland was well aware of the danger of dioxin contamination in
their plant in Seveso, Italy, and indeed plant officials were instructed to
readily reimburse their neighbors for dead farm animals that continued
to appear. Knowing that dioxin was a by-product of the pesticide the
plant produced, they would not allow production to take place in clean
little Switzerland, where their headquarters were, but instead had it
produced in dirty northern Italy. When the chemical reactor exploded
one weekend when no one was attending it, the safety device protected the
plant by allowing the poison to blow up into the air through a stack, from
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where it drifted over the neighboring community. Plant officials avoided
a panic by simply not informing the community. Components fail in
such accidents as these, and the risk of an oil drilling accident, of leaking
drums of highly toxic waste, and of exploding chemical reactors are pre-
sumably not only anticipated, but carefully calculated risks as well.

With eco-system accidents the risk cannot be calculated in advance
and the initial event—which usually is not even seen as a component
failure at all—becomes linked with other systems from which it was
believed to be independent. The other systems are not part of any ex-
pected production sequence. The linkage is not only unexpected but once
it has occurred it is not even well understood or easily traced back to its
source. Knowledge of the behavior of the human-made material in its
new ecological niche is extremely limited by its very novelty.

Eco-system accidents illustrate the tight coupling between human-
made systems and natural systems. There are few or no deliberate buffers
inserted between the two systems because the designers never expected
them to be connected. At its roots, the eco-system accident is the result
of a design error, namely the inadequate definition of system boundaries.

It is only since science has learned to replicate complex physical,
chemical, and biological processes in the laboratory that its actions have
been so consequential for the eco-system. The frequency of unintended
interventions in the eco-system are likely to increase as the keys to more
natural process are discovered. At least since Rachel Carson, concerned
scientists and activists have worried about potential negative interac-
tions. They have tried to anticipate the normally unexpected. This form
of ecological consciousness was at its peak in the early seventies when
molecular biologists first raised the possibility that an as yet untested
technique, the “splicing” together of genetic materials from unrelated
species and their implanting in either an intended or unintended host,
might be potentially catastrophic. An analysis and discussion of the way
in which this was handled by the scientific community will be instructive
in its policy implications for other complex, tightly coupled systems. But
before we get to that, a brief introduction to recombinant technology is
in order.

Gene Splicing

The recombinant technology, popularly known as gene splicing, in-
volves a set of techniques that allows scientists to use special enzymes to
cut into pieces the long double strands of molecules that make up DNA
and then to recombine the pieces with the DNA of a carrier, called the
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“vector.” These recombined molecules are then inserted into a host
where they will presumably propagate. By combining the foreign DNA
into a vector that typically replicates in the host organism, scientists are
able to induce the “expression” of the foreign genetic material in its new
host. For example, if the foreign DNA carried the genetic information for
human growth hormone, it might then be combined with a vector that
replicated in some readily available host bacteria. The host bacteria
would then begin manufacturing human growth hormone. This has actu-
ally been accomplished. Prior to this, all human growth hormone had to
be extracted from human blood. As a result, it was rare and expensive.
Its mass production in bacteria will be a tremendous asset to the treat-
ment of childhood growth disorders.

But early in the development of these procedures controversies arose
over the unrestrained application of these techniques to organisms that
were clearly quite dangerous. A biochemist at Stanford, Paul Berg, was
planning to put Simian Virus 40 (SV40), which causes tumors in mon-
keys, into E. coli, a bacteria that abounds in the human gut and is widely
used for research. There was some evidence that SV40 could alter human
cells to resemble tumor cells, and in this lay the potential danger. By
slightly altering a virus that was potentially carcinogenic in humans, a
new organism could be created that was even more lethal than the parent
organism. But more important, by transplanting the offensive gene to a
bacterial host such as E. coli, the far more disturbing prospect presented
itself that experiments might create a previously unknown bacterial
strand that, were it to escape, could conceivably cause a cancer epidemic.
Robert Pollock, a microbiologist, learned about this planned experiment
from Berg’s student, who was visiting the Cold Spring Harbor laboratory
for a summer seminar. Pollack was perhaps the first scientist to recognize
the danger of creating a recombinant hybrid with unknown infectivity
that might be capable of surviving in humans. His worried call to Berg
touched off first anger and then concern in Berg.3s

Over the course of the next six months Berg raised the issue with
colleagues all over the country. As a result, he postponed the SV40 ex-
periment. By June 1973 other scientists had expressed their concern to
the National Academy of Science (NAS). The NAS asked Berg to orga-
nize a committee to discuss the recombinant DNA safety issue. The NAS
group convened in April 1974 at M.I.T. Their decision was to call an
international conference and to request a voluntary moratorium on spe-
cific forms of recombinant experiments thought by the group to be po-
tentially hazardous. It is worthwhile to note that such a moratorium is
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probably unique in the annals of science. It was enforced through peer
pressure, strengthened by the fact that the elite of the molecular biology
world were its initiators.

The international conference came together seven months later, in
February 1975, at the Asilomar Conference Center in Pacific Grove, Cal-
ifornia. The conferees began by trying to grade the risk of various experi-
ments. Committees went on to assess specific controversial experiments.
The outcome of the conference was a three-tier, graded series of contain-
ment measures to match the graded risk of various experiments. The
intention was to put buffers between the recombined DNA molecules
and the environment. Only a failure in containment could then result in
an accident. Sixteen months later, after considerable debate and conflict
in the research community, the rough plans laid out at Asilomar were
turned into specific NIH guidelines.

In our terms, the scientists were reducing risks by decoupling a system
that might potentially be tightly coupled with the environment. Their
efforts were complicated 1) by the fact that all accident scenarios were
hypothetical, based on limited knowledge, and 2) by the politics involved
in restricting a burgeoning and highly valuable field of scientific research,
one with tremendous commercial potential as well.

In setting up the NIH guidelines scientists had to grade the potential
risk of a broad range of possible experiments and then to stipulate the
conditions under which specific experiments might be done.3¢ They be-
gan by trying to identify the highest risk experiments and simply prohibit
them. Researchers were forbidden to work with a list of organisms classi-
fied by the Center for Disease Control and the National Cancer Institute
as either pathogenic, causing disease, or oncogenic, causing tumors. Spe-
cific genes were also forbidden, among them genes that might code for
toxins, plant pathogens, and drug resistance. Scientists were further for-
bidden from any deliberate release of a recombinant into the environ-
ment, such as use in agricultural research. Finally, all projects were to be
small scale, limited to less than 10 liters of culture. By using lower-order,
nonpathogenic organisms whose behavior in the lab was well under-
stood, the writers of the guidelines hoped to restrict the realm of
uncertainty.

But elimination of foreseeable risks was only a first step. More impor-
tant, by far, were the guidelines for containment. Strategies for contain-
ment were of two kinds, biological and physical. Both strategies involved
graded levels of containment that were to be matched with the expected
risk of the experiment being performed. The principle behind biological
containment is that each subsystem ought to be a transmission barrier.
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That is, viral genes, vectors, and hosts would all be altered, insofar as
possible, so that they accomplish their singular purpose without being
capable of other interactions. Thus, plasmids (a vector) were to be cho-
sen for their inability (or low-frequency ability) to exchange genes be-
tween cells. Hosts, such as E. coli, were to be sufficiently enfeebled so
that they would not survive outside the lab.

Thus in biological containment the subsystems serve double duty as
functional units and as buffers. The use of these buffers constrain the
limits of permissible research. When the guidelines were issued, only a
small number of vectors and hosts could be used in experimentation.
These limits were being questioned even before the guidelines could be
published. In fact, several cases arose where researchers were discovered
to be working with prohibited viruses or vectors. In general, the greatest
drawback to this form of containment is that it inhibits innovation and
is then likely to be resisted or circumvented where the production system
is part of a competitive economy.

The other form of containment, physical containment, is based on the
more traditional procedures for separating potentially pathogenic organ-
isms from the environment. The lowest level of physical containment is
often compared to the usual lab procedures of a well-trained microbiolo-
gist. Most of these procedures are aimed at protecting the subject culture
from contamination by wild strains, but the buffer effect works both
ways. Higher levels of containment, known as P2 and P3, include steril-
ization, washing of hands, sealed windows, exhaust filters, and special
safety cabinets if material might be sprayed into the air. The highest
level, P4, requires the changing of all clothing, showers, and negative air
pressure to keep all particles inside. At the time the guidelines were is-
sued, several universities had begun the construction of P3 facilities.
Only the government had a P4 facility, the former biological warfare
center at Fort Detrick, Maryland.

Within a few short years, however, the scientific community did an
abrupt about-face on the regulation of DNA technology.?’ Faced with the
prospect of stringent federal guidelines restricting the kind of research
that could be done, the biologists began to reassess the risks of DNA
procedures in order to calm the surge of public fear. The most publicized
experiment regarding the potential dangers was the study of Martin and
Rowe. They asked, How dangerous could an escaped recombinant be if it
had received a gene from a lethal donor organism? To answer this ques-
tion, they grafted the genetic information from a cancer virus into E. coli
and infected mice with the new bacterial strain. What they discovered
was that the new bacteria were either noninfectious or far less infectious
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(by a factor of 10° or one in a billion) than the original cancer virus itself.
Martin and Rowe felt this dispelled any fears that an escaped organism
might pose some sort of health hazard. As Rowe explained it, the re-
search demonstrated that there was nothing one could cut out of a small-
pox virus which, inserted in E. coli, would be dangerous to work with on
an open laboratory bench. “The same applies to all the tumor viruses
and even the lethal Lassa fever virus,” asserted Rowe.38 The outcome of
this research and the growing sense of familiarity with the technology led
the biologists to successfully forestall the proposed federal legislation re-
garding restrictions on DNA research. By September of 1979 the Recom-
binant Advisory Committee (RAC) of the NIH had voted to exempt 80
to 85 percent of recombinant DNA research from all but the most stan-
dard of lab safety procedures. In fact there had been a rather radical
change in the RAC’s attitude toward risk in less than three years. The
change has been characterized by Thomasson as going from protection
against the worst possible case to protection against believable risk.3®

The question must be asked, however, whether the new evidence actu-
ally warranted such a radical departure from the risk-conscious policies
that had been implemented in the seventies. There are at least some
informed scientists who contend that the Martin and Rowe experiments
ought not to be taken as conclusive evidence that stringent safety regula-
tions were unnecessary. Indeed, critics pointed out that the scientific
community should not focus on the fact that the recombinant bacteria
were less infectious than the tumor virus itself, but rather should note
that these experiments demonstrated quite conclusively that the lethal
trait could be transferred through DNA techniques. In the experiments
conducted by Martin and Rowe, “about half of the mice that were in-
jected with a bacteriophage containing a dimeric (two-copy) form of re-
combinant DNA” did contract the polyoma infection. To some observ-
ers this finding suggested that what was notable about the experiments
was that they demonstrated how DNA research could in fact create a new
vehicle for the transmission of such hazardous traits.4

There have also been other scenarios put forward suggesting that the
peculiar and subtle complexities of recombinant organisms might lead to
serious health hazards simply by interacting with biological systems in
ways that are novel and consequently unbuffered. Perhaps the best ex-
ample of a system accident scenario in this area is based on the autoim-
mune response in humans. Such a case requires the splicing of a protein
from an animal donor into a host bacteria such as E. coli. Through a
trivial accident, the E. coli could then establish itself in the intestinal
tract of a laboratory worker. The recombinant would begin to produce
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the animal protein in the lab worker’s system. The animal protein is
similar in structure to human protein. The lab worker’s immune system
would be triggered and would attack the foreign protein. But because of
the similarity in structure, the antibodies would not distinguish between
foreign and indigenous protein. The immune subsystem would thus at-
tack healthy tissue in the lab worker. This process is called autoimmune
disease. While immunologists believe the probability of such a scenario
is limited, their models cannot completely reject it.4!

Whoever we choose to side with in this debate, however, one fact does
stand out. The special irony of the regulatory history of DNA technology
is that the serious and responsible concerns of the scientific community
that were registered at Asimolar in 1975 have since rebounded in such a
way that there is now a special aversion and stiff-necked resistance to the
imposition of any nonvoluntary regulations on DNA research. Whether
this aversion would be so unchallenged and widespread if the scientific
community had not been forced into a legislative corner in the late sev-
enties is a question about which we can only speculate. It does seem
likely, however, that one important legacy of the experience of having to
organize and implement an intensive lobbying effort in Washington has
been the growth of a pointed reluctance among scientists involved in the
DNA field to openly call into question the safety of these procedures.
Such a reaction is not at all surprising, and the prevalance of such an
attitude has been noted by a variety of commentators.4? What is especially
troubling about such a backlash, however, is the suggestion that certain
institutional sanctions such as tenure and the availability of research
funding are being used as an added incentive to discourage dissenting -
and specifically junior faculty from making waves. Whether we accept
these allegations or not, it is notable that the current laissez-faire attitude
toward DNA research clearly distinguishes the American research effort
from the regulatory climate of other countries. Gene-splicing technology
in Britain, for example, is constrained by a stringent set of regulations
that require “medical monitoring, long-term epidemological studies, pri-
or review of recombinant DNA experiments and periodic inspection of
research facilities as well as containment levels that tend to be higher
than those in the United States.” 43 The Japanese, now technological en-
trepreneurs of the first order, have nevertheless implemented a strict set -
of national policies which are patterned after the original Asimolar-
inspired National Institute of Health (NIH) guidelines.4 The economic
projection we noted at the outset, the great interest of private, for-profit
firms, and the popularity of such U.S. firms as Genetech in our stock
market may have something to do with this international difference.
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When this discrepancy is brought to the attention of the American
research community, their reaction has characteristically been to suggest
that regulatory developments are unnecessarily restrictive and likely to
hinder the advance of scientific knowledge. Noting that the Japanese
have shackled themselves with stringent safety regulations, Dr. Peter
Farley of the Cetus firm argues that as a result the Japanese have come to
be less of a competitive challenge in the field. In 1980 Dr. Farley, esti-
mating that the Japanese were three to five years behind the Americans,
suggested that Japan:

... on the other hand, is considerably less of a threat. Overall the Japanese
scientists [sic] are absolutely superb microbiologists. However, they are unbe-
lievably handicapped now because Japan has recently adopted the original
very stringent NIH guidelines. This short-sighted action on the part of the
Japanese regulatory agencies was received with amazement in our shop.4

But as the authors of the article quoted above quite astutely point out,
Dr. Farley’s concern with the potentially stifling effects of controls upon
his shop were contradicted when, a year later, he expressed concern that
the Japanese had made considerable headway in the field and were at
that point only a year behind the Americans.

In his emphasis on the competitiveness of the research, Dr. Farley
gives voice to what may well be the most important and perhaps the
most disturbing change in the direction of the DNA field since its incep-
tion. The rush to develop the field may have less to do with the intellec-
tual excitement of the subject matter than with the incredible economic
incentives that are now apparent. It appears that research in the field is
more and more coming to be perceived as an economic competition
rather than a scientific one, and some universities are making the most
of the economic potential.

Though I have not spent any time in either setting, it seems quite
possible that the attention to potential risks is considerably higher in the
university research laboratory than in the commercial lab. University
technicians work under less commercial pressure, are probably better
trained, work on a variety of experiments, giving them more generalized
knowledge, and are closely supervised by graduate students and profes-
sors. University labs no doubt vary in these respects, but the careers of
the graduate students (who do most of the work, and who will become
Ph.D. researchers shortly) and the researchers (generally, but not always,
professors), do not depend upon rapid, high-volume production or find-
ing something that simply works. Their efforts must be carefully docu-
mented, repeated, written up for professional publication, and reviewed
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by their peers. The pressures to be “first” are great, but the system em-
phasizes care, documentation and, perhaps above all, scientific under-
standing or comprehension. I believe the risks of an accident are still
considerable, but not as great as in a commercial lab.

In the commercial lab, economic pressures would appear to emphasize
repeated trial and error to find results that work, without the probing
inquiry that would lead to caution and reflection. Procedures and results
are not as likely to be subjected to peer review, where errors can be
detected; and there are pressures to move to commercial production as
soon as possible, with an emphasis on production short-cuts and cost-
cutting procedures. There are fewer buffers in this environment. There is
no reason to believe that the commercial firms, under tremendous finan-
cial pressures to be the first to market the new organisms, will be any less
casual or sloppy than the high-technology aerospace firms that left metal
chips in spacesuits, caps off pipes, and contaminated the drinking water
of the astronauts. It was easy to be aware of the implications of these
failures. It will be extremely difficult to recognize the implications of
failures in laboratory containment, or, once the products are marketed,
in the more fearsome and unpredictable matter of unexpected interac-
tions with a very complex and poorly understood natural environment.

Nicholas Wade argued the point in terms that will be familiar to us:
“We can’t even predict the behavior of totally man-made systems such
as nuclear power plants, say, much less can we predict the behavior of
very much more complicated systems such as E. coli, of which we only
know about half the working parts.” 46

This comparison would be rejected by the biological community; in
my experience they and chemical and aerospace engineers look on engi-
neers in the nuclear power industry as some form of bungling drop-outs
from a truly scientific world. But we have seen that complex systems go
beyond the capacity of engineers and designers in all areas. A measure of
humility, such as attended the Asilomar conference, would seem to be in
order. In contrast, researchers in both the university and commercial
laboratories seem to feel that we know all we need to know about the
risks of the technology. In a personal communication, Sheldon Krimsky
suggests that what has emerged is a type of orthodoxy that holds that
“genetic materials will either do what they are supposed to do when they
are displaced, or do nothing at all.” From the vantage point of the sys-
tems examined in this book, this assertion of confidence seems quite
unrealistic. In our rush for scientific fame or private profit we may be
preparing the ultimate accident; indeed, it may already have occurred.
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CHAPTER 9

Living with

High-Risk Systems

A crucial question may have been at the back of your mind as you have
read this book: What is to be done? After having looked at all these
systems, what do I propose as a solution? I have a most modest proposal,
but even though modest and, I think, realistic, it is not likely to be
followed. I propose using our analysis to partition the high-risk systems
into three categories. The first would be systems that are hopeless and
should be abandoned because the inevitable risks outweigh any reason-
able benefits (nuclear weapons and nuclear power); the second, systems
that we are either unlikely to be able to do without but which could be
made less risky with considerable effort (some marine transport), or
where the expected benefits are so substantial that some risks should be
run, but not as many as we are now running (DNA research and produc-
tion). Finally, the third group includes those systems which, while hardly
self-correcting in all respects, are self-correcting to some degree and
could be further improved with quite modest efforts (chemical plants,
airliners and air traffic control, and a number of systems we have not
examined carefully but should mention here, such as mining, fossil fuel
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power plants, highway and automobile safety). The basis of these recom-
mendations rests not only on the system accident potential for cata-
strophic accidents, but also on the potential for component failure acci-
dents. I think the recommendations are consistent with public opinions
and public values. ’

But though we have come a long way from the broken coffee pot that
started this book, before we can conclude with recommendations we
must still confront three substantial objections to any recommendations
that involve abandoning systems or making drastic and costly modifica-
tions. (1) My recommendations must be judged wrong if the science of
risk assessment as currently practiced is correct. Current risk assessment
theory suggests that what I worry about most (nuclear power and weap-
ons) has done almost no harm to people, while what I would leave to
minor corrections (such as fossil fuel plants, auto safety, and mining) has
done a great deal of harm.! Risk assessment is a new science, but it has
clearly occupied the high ground in government and many intellectual
circles and will expand in the decades to come. Thus, this science de-
serves scrutiny.

(2) My recommendations could also be wrong if it can be shown that
they are contrary to public opinions and values, or, if they are not con-
trary, that those public opinions and values are ill informed and should
be corrected, rather than respected. It turns out that there is a fair bit of
quite interesting work in cognitive psychology suggesting that the public
is ill informed, and ill equipped, because of the way it reasons, to prop-
erly make important decisions about very complex matters. I think this
work 1s in error, and will briefly outline a critique of it, though a full
critique would require more detail, space, and arcane discussion than we
can afford here.

(3) A third objection to my recommendations is more basic to the
theory of the book. It says there is a way to run these systems safely; it
simply requires authoritarian, rigidly disciplined, error-free organiza-
tions, such as, for example, the naval nuclear submarines appear to have.
There is an organizational solution, this view argues; it is just that we
have not been willing to put such organization in place. We will have
quite a bit to say about this objection, since our whole book has been, in
a sense, an organizational analysis.

We have four tasks, then: to examine the new field of risk assessment,
since it counsels taking risks that I think are unacceptable and improp-
erly evaluated; to examine the field of decision making, since it argues
that the public is poorly equipped to play a role in decisions on risk; to
examine organizational dilemmas inherent in high-risk systems; and, fi-
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nally, to show how the analysis of these three problems, plus our analysis
of system accidents and system characteristics, would lead to some mod-
est recommendations for reducing the risks we have been told we must
run. Above all, I will argue, sensible living with risky systems means
keeping the controversies alive, listening to the public, and recognizing
the essentially political nature of risk assessment. Ultimately, the issue is
not risk, but power; the power to impose risks on the many for the
benefit of the few.

Risk Assessment

Not surprisingly, the appearance of so many catastrophic man-made
processes (the sexist pronoun is, for once, fitting) has occasioned public
concern and, in turn, a response from the vendors of these processes and
a number of social scientists. A whole new field of inquiry has resulted—
risk-benefit analysis, or risk assessment. While not as dangerous as the
systems it analyzes, risk assessment carries its own risks, and so we will
look at both it and at the “ill-informed” public concern. As we have seen
through our running commentary on the subject of “operator error,” the
realities are not always as the experts see them.

The activity of risk assessment is not new. People with power have
always commissioned risk assessments. No important decision is likely
to be made without some crude calculation of the probable benefits and
the probable costs. Shamans, priests, court advisors, astrologers, lawyers,
and so on have been the handmaidens of rulers and property owners
throughout human history. But as power has expanded and become
more centralized, so have the consequences of decisions grown, making
assessment even more important. As the risks increasingly came from
technological activities, scientists and engineers replaced the shamans as
advisors.

Many of our potentially catastrophic systems today are not new, and
already have been subject to a primitive form of risk assessment. Mining,
chemical, and munitions disasters have been with us for two centuries;
the failure of bridges and ships goes back to antiquity; even railroad and
aircraft disasters are not all that ancient as the pace of change mounts
geometrically. But third- and fourth-party victims were not present in
catastrophic numbers for the older high-risk systems. Odysseus’ vessel
neither polluted the Mediterranean shoreline nor could destroy much of
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Texas City; the World War II bombers could not crash into a building
holding nuclear weapons, as happened at an unidentified overseas base
in 1956;2 chemical plants were not as large, as close to communities, or
processing such explosive and toxic chemicals; airliners were not as big,
numerous, or proximate to such large communities; and it is only re-
cently that the risk of radiation from a nuclear plant accident has been
visited upon almost every densely populated section of our country. The
older systems now have more catastrophic potential because they are
bigger and closer to us, and we have new systems that are inherently
even worse. With nuclear power, nuclear weapons, and arguably, recom-
binant DNA, we have entirely new systems with catastrophic potential
for third- and fourth-party victims—the innocent bystanders and future
generations. There are few boundaries to these catastrophes, in space or
in future time.

When societies confront a new or explosively growing evil, the number
of risk assessors probably grows—whether they are shamans or scientists.
I do not think it is an exaggeration to say that their function is not only
to inform and advise the masters of these systems about the risks and
benefits, but also, should the risk be taken, to legitimate it and reassure
the subjects. With the increase in risk and public concern today, a new
field of risk assessment has grown up, giving advice and (usually) legiti-
mating the decisions of elites in the private and public sectors. At the
behest of Congress, regulatory agencies have appeared in large numbers,
and another function of risk assessors is to second-guess these agencies’
awkward attempts to do a very difficult job. Risk assessors, interestingly
enough, usually call for less regulation and are severe in their criticism of
the agencies.?

The professionals in this field are generally engineers, scientists, and
social scientists; they are based in universities, research organizations,
government regulatory agencies, military establishments, and industry
trade groups. Private, profit-making research or consulting groups, such
as management consulting firms, undertake this profitable business for
government and industry. Trade associations such as the Electric Power
Research Institute conduct or sponsor risk-assessment studies. General
Motors recently sponsored a conference on risk, and published the pro-
ceedings under the title, “How Safe Is Safe Enough.”+ The leading ex-
perts in the field were there, and a primary concern was not the risks of
military or industrial activity, but the risks of regulation.

In addition to these groups, the large government and private founda-
tions have sponsored risk-assessment studies. The National Science
Foundation established programs and even a division devoted to the
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topic, funding the work of management consulting firms, the Brookings
Institute in Washington D.C., the Rand Corporation, and university re-
search teams. The National Academy of Sciences (a semi-governmental
body) established a committee for risk assessment some years ago headed
by a prestigious authority, Howard Raiffa. The Russell Sage Foundation,
arguably one of the most cautious and conservative of the large private
social science foundations, recently declared this a high priority for its
funding. Finally, most of the large universities now have study centers or
research programs dealing with risk assessment, drawing their funding
from government and industry grants, and professional journals exist to
market the research results. The reed is great, and the response has
appeared.

This is a very sophisticaied field. Mathematical models predominate;
extensive research is conducted; and the esoteric matters of Bayesian
probabilities, ALARA principles (as low as reasonably achievable), “dis-
counted future probabilities,” and 50 on are debated in courtrooms as
well as academic conferences. Some of the best scientific and social sci-
ence minds are at work on the problem of “how safe is safe enough.”

Yet it is a narrow field, cramped by the monetarization of social good.
Everything can be bought; if it cannot be bought it does not enter the
sophisticated calculations. A life is worth roughly $300,000, one study
concluded;’ less if you are over sixty, even less if you are otherwise
enfeebled. After taking into account age and potential earning power, a
life is a life.¢ Death by diabetes should have the equivalent impact on
people as death by murder, is the implication of a study that deplores the
public’s unawareness that the former is a cause of many more deaths
than the latter. “Unfortunately,” they say, “there is evidence that peo-
ples’ perception of risks are subject to large, systematic biases. . .. Such
biases may misdirect the actions of public interest groups and govern-
ment agencies resulting in less than optimal control of risk.”” This bias
in reasoning is due largely, they imply, to sensationalism of the media.®
But consider how a murder death affronts human values such as dignity,
and the desire for security and predictability; the researchers themselves
note it is not to be equated with a diabetes death, and public estimations
of death rates reflect that, but the public is still held to be “biased.” To
take another case, for some economists and risk assessors (often the
same people) there is no difference between the death of fifty unrelated
people from many communities and the death of fifty from a community
of one hundred. Social ties, family continuity, a distinctive culture, and
valued human traditions are unquantified and unacknowledged. Fifty
thousand highway deaths a year are equivalent to a single catastrophe
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with fifty thousand casualties for these experts, and they deplore the fact
that the public protests nuclear plants and estimates highway deaths to
be only half of what they are.?

The field acknowledges the difference between voluntary risks such as
skiing and hang-gliding, and involuntary ones such as leaching of chemi-
cal wastes.!® But it does not acknowledge the difference between the im-
position of risks by profit-making firms who could reduce that risk, and
the acceptance of risk by the public where private pleasures are involved
(skiing) or some control can be exercised (driving). All are bundled up in
a vague reference to market principles, as if we would not have heat and
light without X number of dead miners or irradiated nuclear glow boys.
The literature reflects a rational, calculative marketplace theory of cost-
benefit analysis. The technical literature is fond of pointing out that we
spend millions of dollars in safety devices to save one nuclear power
worker, but refuse to spend $80,000 to save the driver of an automobile.
(That is, the benefits from, say, an emergency core cooling system and an
automatic seat belt are figured on the basis of how many lives one ex-
pects to save, and of course the cost of the ECCS and the seat belt are
vastly different, as is the number of lives to be saved.)!! It is thus irratio-
nal to spend that much money on the nuclear plant;'? we should spend it
on seat belts, highway guardrails or anti-smoking literature. It is as if
there were a fixed budget category for safety, regardless of whether corpo-
ration profits or private needs are involved, and the budget, being fixed,
cannot be enlarged when new risks come along,.

Reading this discussion can lead one to imagine a scenario such as
this: At the board meeting of a large corporation, the vice president for
finance has received advice from the risk assessors. He announces that
by not installing some safety devices we will kill one more worker per
year. This will not affect the supply of candidates for this death, since
workers will still take jobs at the plant because the labor market is de-
pressed, and each worker decides there is a very good chance that some-
one else will be killed. On the benefit side, killing that worker will mean
that the corporation will avoid a cost of $50 million for the safety de-
vices. This avoids a price rise or a cut in the dividends or management
bonuses. The vice president might estimate that they can avoid a one-
dollar price rise on 20 million items, and avoid a cut in dividends of $30
million, By killing the worker, the public and the stockholders will obvi-
ously greatly benefit. What is a life worth? Well, he figures, 50 million is
pretty high for a random, anonymous worker, so let’s do it. The vice
president for finance is correct; in risk analysis terms, it is a good bar-
gain. Something similar took place at the Ford Motor Company when it
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decided not to buffer the fuel tank in the Pinto, and at the General
Motors Company when it rejected warnings from engineers that the Cor-
vair would flip over for the lack of a $15 stabilizing bar.!3

Risk-benefit analysis, with its monetarization of cultural goods and
values, has been succeeded by cost-benefit analysis, with its more open
concern with the dollar as the ultimate solvent for all things social. Ba-
ruch Fischhoff, in a thoughtful examination of cost-benefit analysis (the
article has the engaging title, “Cost-Benefit Analysis and the Art of Mo-
torcycle Maintenance™), notes another consequence of the monetariza-
tion of social good by economists. !4 Cost-benefit analysis is “mute with
regard to the distribution of wealth in society,” he notes. “Therefore, a
project designed solely to redistribute a society’s resources would, if ana-
lyzed, be found to be all costs (those involved in the transfer) and no
benefits (since total wealth remains unchanged).” Risks from risky tech-
nologies are not borne equally by the different social classes; risk assess-
ments ignore the social class distribution of risk.

Cost-benefit analysis also relies heavily upon current market prices for
evaluating costs and benefits. Yet these reflect current economic arrange-
ments that many might question and wish to change. For example, peo-
ple with low earning power can receive lower prices on their lives. The
current market price for temporary nuclear workers is quite low, given a
long recession; when calculated, the costs of replacing steam generator
tubes reflects this.!> This can mean that the cost of an accident is low
only because the economic system places a low value on some people.
Property values near a chemical plant are likely to be low because of
odors, fumes, and fire and explosion risks. When an accident takes place,
the damage to the environment is calculated in terms of values already
depressed because of the accident potential, rather than what the land
would be worth if an electronics plant were there, or a nice park.

Another consequence of the prevailing assumptions is the argument
that new risks should not be any higher than existing ones we have “al-
ready accepted” (Have we really had much choice?), and the corollary
that if other industries get much riskier, the safety levels of nuclear plants
or chemical plants can be lowered. This argument recently influenced the
decision of the Nuclear Regulatory Commission when it set safety goals
for its nuclear plants. As a colleague, Kim Scheppele, points out, as soci-
ety gets more dangerous, the NRC can allow plants to get more
dangerous.

Another argument that we hear much of these days is that we must
push ahead with risky endeavors or other companies or nations will beat
us in the competitive race to the marketplace. This line of reasoning
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notes that our country was founded in risk and grew powerful by taking
risks, and the social benefits have been enormous. We should, for exam-
ple, push ahead with genetic engineering or the Japanese will beat us. But
why push ahead if they can do it with more safeguards? If there are vast
public benefits to come from genetic engineering, does it matter all that
much if we buy these benefits from Japanese firms rather than from U.S.
firms? It will certainly matter to the owners and investors in U.S. firms,
because the oil companies and the pharmaceutical and chemical compa-
nies will lose private profits and dividends to stockholders. (Some jobs
will be lost through such innovations, but those are not labor-intensive
industries.) But if the Japanese will reduce the risk of a catastrophe by
even a tiny amount with their better controls, the private profit losses
and the indirect losses to our economy will be well worth it. What risks
should we run to promote the private profit of a few? This cannot be
factored into an economist’s model. There, a dollar saved is a dollar
saved, no matter who gets the dollar or who lives a riskier life to save it
for them.

There are those who argue that we are losing our moral fiber because
we no longer want to take risks with technologies.'¢ Buf it is striking that
those who feel we have abandoned risk in our search for security are
speaking only of technological risks associated with large corporations
and private profits, or aggressive military postures. The corporate and
military risk-takers often turn out to be surprisingly risk-averse (to use
the jargon of the field) when it comes to risky social experiments which
might reduce poverty, dependency, and crime. Though the following list
of proposals may strike one as fanciful, they all involve substantial risks
that liberals and leftists have suggested, but the corporate and military
risk-takers would not want to try because of the consequences for the
class structure, their power, and their values. The proposals include guar-
anteed income maintenance plans (as found in Europe); truly progressive
taxation; investment in poor and declining areas (U.S. banks pay one of
the lowest income tax rates in the nation—about 3 or 4 percent—but
refuse to risk investing in poor inner city areas); heroin maintenance
programs to reduce crime; unilateral nuclear disarmament (a risky ven-
ture that could not only reduce the risk of nuclear accidents but promote
economic prospects); withdrawal from Central America; and so on. The
risks that made our country great were not industrial risks such as unsafe
coal mines or chemical pollution, but social and political risks associated
with democratic institutions, decentralized political structures, religious
freedom and plurality, and universal suffrage.

Nor do the risk-assessment and risk-benefit studies distinguish be-

311



NORMAL ACCIDENTS

tween addiction and free choice in activities (the equivalent of our dis-
tinction between forced and unforced operator error), Along with high-
way fatalities, lung cancer from smoking is the favorite referent of the
new body-counters. It is treated as a voluntary activity, like hang-gliding.
But most of us who smoke today do so because we were barraged with
advertisements and inducements that soon addicted us. In World War 11
every packet of field rations held its five cigarettes per meal, and the sale
of cigarettes to the armed forces was heavily subsidized and untaxed.
Airliners used to pass them out gratis, presumably to calm one’s nerves
after takeoff. No Hollywood hero was without them. The promotion was
intense, and so were the private profits. So addicted was the whole econ-
omy that the government subsidies to tobacco farmers today far exceed
all that is spent on warnings and research by the government. Young
people see a large number of adults who have not been able to break the
habit and all are still barraged by advertising and smoking TV stars.
Ironically, the health of an important sector of our economy (tobacco
growing, cigarette sales, and advertising) depends upon the illness of the
victims; the costs of stopping smcking are not only individual (because
of addiction) but corporate. This is not a matter of free marketplace
decisions made by informed consumers, to be ridiculed and compared to
these same people’s “irrational’” attacks on nuclear weapons, nuclear
power, or Love Canals. Smoking is a government-supported program of
addiction, for immense private profit. An individual’s addiction to
smoking should not be compared to the costs industry must be forced to
incur to reduce brown lung disease or make safer Christmas toys.

We could say the same of alcoholism and other forms of drug abuse.
These also are the referents of the risk assessors, cited to show that the
public is incapable of making sensible choices between the cost of more
airline safety and the cost of “substance abuse.”!” Liquor advertising is
substantial; the willingness of physicians to prescribe tranquilizers and
other drugs is well known, and their abuse is said to far outdistance the
use of illegal substances. There is little free market choice at work here.

Finally, the risk-assessing field only infrequently distinguishes between
those activities over which the person has some control, however illusory
it may be, and those where she or he does not. Driving is a key one. We
appear to accept risks more readily when we think our skill will play
some part in avoiding the hazard. We fear and reject risks where we are
passive recipients of harm. The plant, we feel, not unreasonably, should
not blow up, the dam break, the air controller goof, the Ford executives
fail to protect a gas tank from exploding; over these risks we have little
control. But we are willing to take our risks with driving, skiing, and
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parachuting. Risk assessors treat the difference as one of voluntary or
involuntary risk, but I think that misses a key point. Driving to work for
many of us is about as involuntary an activity as there is, but at least we
have some control over it. On the other hand, although we voluntarily
fly in an airliner to a distant vacation, we have no control over the
aircraft or the airways. We voluntarily attend large events at stadiums
that sometimes burn or collapse, but we have no control over the archi-
tects or the construction firms, or the owners who always seem to lock
the safety exits. Furthermore, “active risks,” as we might call them, are
generally not pursued for someone else’s private profit; “passive risks”
generally are,

For active risks, those that the individual performing the activity has
some control over, the marketplace provides at least a rudimentary,
though imperfect, way of addressing safety issues. Safer skis sell better;
people stopped buying Corvairs and Pintos. Though there are excep-
tions, people make sensible choices when they have meaningful choices,
and in time manufacturers respond. This is not nearly as true for those
activities where we are passive recipients of risks in the control of organi-
zational leaders. Though the airlines are interested in safety, and it is to
their economic advantage to have safe travel or usage will decline, we
still require a Federal Aviation Administration to encourage, require,
and police them. For such activities as nuclear waste disposal, brown
lung disease, toxic contamination of Times Beach, Missouri, or the Mid-
land area of Michigan, or the Teton dam, we cannot count on any “mar-
ket” to automatically incur the costs of more safety. These activities are
beyond our control. For these, the government must step in.

In more and more areas of our life the government must step in. This
is not the result of the cancerous growth of government, but rather is
essential because our personal control over our environment and our
activities is being steadily eroded by systems that we participate in, or are
passively affected by. In some cases Congress recognizes this danger.
There is a huge regulatory apparatus in place trying to control the genera-
tion of nuclear power, the NRC; but the regulation of chemicals and
chemical plants is quite modest. It is even more modest in the case of
mining, and almost absent in the case of DNA production. Nevertheless,
one frequent refrain in the risk assessment literature is lamenting over-
regulation. Economist Ron Howard of Stanford would do away with all
regulation;!8 Starr and Whipple, pioneers in the field (from the pioneer-
ing trade association, the Electric Power Research Institute), rather than
being concerned about the risks industry imposes needlessly, pity indus-
try. The costs of regulation “stem from the litigation, misplaced invest-
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ment, retrofit, and costly delays.” And what causes these high costs?
They “result from industry’s inability to predict the acceptance of risk by
the public.!® Perhaps risk assessors might advise industry that it is easy
to predict an aversion to such passive risks as mercury poison, dioxin,
DES, asbestos, and brown lung disease.

Two dangers of “active risks” should be noted. Consumers will not
always voluntarily pay for safer products, and often are not attentive to
the risks even if they are well known. I assume it will always be thus.
Second, active risks are attractive; we like to take some risks, if we feel
we have personal control over them. This means that as the risk declines
with better equipment, more people may be brought into the activity,
those who now feel the risk is reduced to the level they will tolerate. The
end result is that the accident level may not change with the new safety
devices. For example, as better ski equipment appeared, and the slopes
were better groomed and more safely designed, the ski resort industry
began to advertise heavily to attract novice skiers. More novices meant
more accidents, including more accidents for the advanced skiers they
ran into. While the play was more safe, the risk was increased because of
more inexperienced players. The safety record of any active risk activity
must include the number of participants and the proportion of new,
unskilled ones.

The risk assessors, then, have a narrow focus that all too frequently
(but not always) conveniently supports the activities elites in the public
and private sectors think we should engage in. For most, the focus is
upon dollars and bodies, ignoring cultural and social criteria. The asses-
sors do not distinguish risks taken for private profits from those taken
for private pleasures or needs, though the one is imposed, the other to
some degree chosen; they ignore the question of addiction, and the dis-
tinction between active risks, where one has some control, and passive
risks; they argue for the importance of risk but limit their endorsement of
the approved risks to the corporate and military ones, ignoring risks in
social and political matters. As I indicated earlier, risk assessment is not
as risky as the systems being assessed, but it has its unfortunate conse-
quences for our society nevertheless.

One unfortunate implication of quantitative risk assessment is that the
public should be excluded from discussions that affect them.? Few of the
risk assessors call for this outright, most imply it; some state that the
public must be involved, but only on the risk assessor’s terms, and a few
reject the implication and genuinely think the public has something to
contribute (principally the Decision Research group, an important pri-
vate company in Eugene, Oregon, that has done the best work in the field
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I believe, though they hedge on the value of the contribution). Thus the
range of opinion on this is broad. Most seem to take the middle position:
bring the public in but control them. This is to be done by “closing the
gap between the expert and the public” (that is, them and us); but the gap
almost always is to be closed in one direction only—by bringing the
public over to the experts’ side through education.

Why the gap? Ignorance on the public’s part is the main reason of-
fered. “Public perceptions and reality dramatically differ,” says Howard
Rafhia, a leading expert at Harvard, and the experts should be concerned
even if public perceptions are based on “infirm and dubious facts”; the
public should be “informed.”?! Or, as William Clark asserts, “Society’s
attitudes towards risks such as cancer and nuclear reactors are not readi-
ly distinguishable from its earlier fears of the evil eye.” 22 By definition,
the experts should know more than nonexperts. I am sure the gap exists,
as the experts define it, but that could be remedied in time. There is
another assumption made, however, and to that we will turn in the next
section: Even if they are given the facts, the public is deficient in proper
reasoning powers. Here the risk assessors have powerful support from
the cognitive psychologists, and cite them.?*> Humans in general do not
reason well (even experts can be found to make simple mistakes in prob-
abilities and interpretation of evidence); heroic efforts would be needed
to educate the general public in the skills needed to decide complex
issues of risk. At the basis of this is a quarrel about forms of rationality in
human affairs.

Three Rationalities

Why would the public puff away on cigarettes while voting against
nuclear power or marching toward disarmament? One possible reason is
emerging from some clever and striking work in the area of decision
making and cognition. We do not reason well, the psychologists tell us:
we minimize some dangers and maximize others, and do not calculate
the odds as a statistician would recommend. Some of their data is con-
vincing, but is of little relevance, I will argue; much of their data is
probably spurious. While rationality in humans is certainly limited, or
“bounded,” as it is termed, it is possible that precisely when confronted
with disorderly data and discordant goals, this limitation is its greatest
strength. ‘

It is convenient to think of three forms of rationality: absolute ra-
tionality, which is enjoyed primarily by economists and engineers;
“bounded” or limited rationality, which a growing wing of risk assessors
emphasize;, and what I will call social and cultural rationality, which is

315



NORMAL ACCIDENTS

what most of us live by, although without thinking that much about it.
Absolute rationality we have encountered in the description of risk asses-
sors’ wherein calculations can be made about risks and benefits, clearly
showing which activities we should prefer—such as nuclear power over
coal-fired power plants. Even including deaths from the whole fuel cycle
from mining to production, nuclear power is close to risk-free (the proba-
bilities of a meltdown and breach of containment are minuscule), while
coal power kills an estimated 10,000 people a year (through mining,
transportation, and pollutants from old plants without scrubbers that
remove particulates from the emissions that cause acid rain). The choice
is obvious in terms of absolute rationality. Why then do we have from 20
to 40 percent of the people worried about nuclear power? The answer of
some is that this is irrational thinking, and the implication—though it
would be unwise to do more than imply it—is that the irrational public is
incapable of participating in decisions about risk. The public is “hyper-
critical” about nuclear power, which is one of society’s ‘“‘worry beads.” %
If the public is unfamiliar with a suspected carcinogen, this “can lead to
irrational concern and unnecessary alarm,” 2 But if it is an irrationality,
the public response is a burden the experts and the elites must bear. In
their view, the social harm of such response is extensive; it includes
protests, demonstrations, and a Congress that refuses to follow the
experts.

Cognitive psychologists, those who study the process of thinking or
cognition, have generally shared this view of absolute rationality, yet
conducted hundreds of experimerits that showed that people were con-
siderably less than absolute in their rationality. Gradually, in trying to
find out how people think, they began to abandon notions of ignorance
and irrationality, and instead began to talk of the limits on rationality, or
in Herbert Simon’s terms, used in another context, bounded rationality.
The limits on our ability to consistently and easily make fully rational
decisions might be due in part tc neurological limitation, to limits on
memory and attention, to lack of education, and to lack of training in
probabilities and statistics. But it also seems to be due to some very
practical problems and concrete experiences in daily life. Hunches and
rules of thumb and rough estimates and guesses appear to be patterned
and widespread. Cognitive psychologists call these guesses “heuristics,”
from the word for discovery, and are now identifying several specific
ones. For example, the ““availability heuristic’26 suggests that rather than
examining all existing cases of some phenomenon, and then basing their
Jjudgment on all this experience, people tend to judge a situation in terms
of the most readily available case. the one most easily remembered. If
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there has recently been an airline crash, we focus on that event and
ignore all the successful flights when we think about the probability of a
crash while deciding whether to take a flight or not. Or, if asked whether
the letter r occurs more frequently as the first or third letter in thousands
of common English words, we tend to say “the first” because words are
more “available” to us as we recall more words beginning with r than
containing r as the third letter.

It is universally granted that heuristics are useful, time-saving devices,
even if they sometimes or even often get us into trouble. While some
cognitive psychologists are busily giving names to rules of thumb that
people use (and pointing out how fallacious they are, and how they im-
pede rational decision making), a few have begun to search further.?
Why might these studies be useful? The inquiry is only beginning, but I
think we can make some useful observations. First, heuristics prevent a
paralysis of decision making; they prevent agonizing over every possible
contingency that might occur. Second, they drastically cut down on the
“costs of search,” the time and effort to examine all possible choices and
then to try to rank them precisely in terms of their costs and benefits.
Third, they undergo revision, perhaps slowly, as repeated trials led to
corrections of hunches and rules of thumb, and do so without expensive
conscious effort. Finally, I think, they facilitate social life by giving oth-
ers a good estimate of what we are likely to do, since we appear to share
these heuristics widely. We may do something an expert would disagree
with, but at least joint action with other nonexperts (the vast majority of
people, by definition) is possible, even if that action is not the one best
line of action.

Heuristics appear to work because our world is really quite loosely
coupled, and has a lot of slack and buffers in it that allow for approxima-
tions rather than complete accuracy. Because our social, daily life is like
this, it takes special training to perform with precision in technological
worlds that are tightly coupled. These violate our common sense experi-
ence that “things will work out,” or that they are not precisely and tightly
coupled. Furthermore, not everything we attend to is all that important
(certainly this is true of the famous test of estimating the frequency of the
letter r as the first and as the third letter of words—much of the work
subjects are required to do in the experiments is of this doubtful rele-
vance to real life). It is possible that for decisions we realize are crucial,
we set aside the convenient but possibly faulty rules of thumb and make
much more careful decisions. Unfortunately, the psychological literature
is very weak on what people actually do in real life. Even the striking
work on medical decision making by Eddy actually concerns the recom-
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mendations that medical text and reference books make with regard to
diagnosis and treatment, rather than actual practices. The books turn out
to ignore or misuse probabilities and underlying rates and thus the confi-
dent recommendations are dramatically faulty, and could have severely
unfortunate medical consequences.2® Laboratory experiments simply fail
us here. They can tell us how unmotivated subjects (largely undergradu-
ates in college psychology courses) take shortcuts to solve unrealistic and
often extremely complicated problems, and while suggestive, the experi-
ments may be misleading in ways we shall shortly consider.

One important and unintended conclusion that does come from this
work is the overriding importance of the context into which the subject
puts the problem. Recall our nuclear power operators, or the crew of the
New Zealand DC-10 on its sightseeing trip, or the mariners interpreting
ambiguous signals. The decisions made in these cases were perfectly ra-
tional; it was just that the operators were using the wrong contexts. Se-
lecting a context (“this can happen only with a small pipe break in the
secondary system”) is a pre-decision act, made without reflection, almost
effortlessly, as a part of a stream of experience and mental processing.
We start “thinking” or making “decisions” based upon conscious, ra-
tional effort only after the context has become defined. And defining the
context is a much more subtle, self-steering process, influenced by long -
experience with trials and errors {much as the automatic adjustments
made in driving or walking on a busy street). If a situation is ambiguous,
without thinking about it or deciding upon it, we sometimes pick what
seems to be the most familiar context, and only then do we begin to
consciously reason. This is what appears to happen in a great many of
the psychological experiments. Without conscious thought (the kind that
can be easily and fairly accurately recalled), the subject says, “This is like
x: I will do what I usually do then.” The results of these experiments
strongly suggest that the context supplied by the subjects is not the con-
text the experimenter expected them to supply. With an ill-defined con-
text, the subject of the experiment may say, ‘““Oh, this is like situation A
in real life, and this is what I generally do,” while the experimenter
thinks that the subject is assuming it is like situation B in real life, and is
surprised by what the subject does.

For example, take the supposedly widespread failure to take the “base
rate” into account (all the past events, such as the number of flights
where there were no accidents, or the proportion of single people in a
community). If the problem is presented in one way, the subject will use
the frequency and probabilistic reasoning to estimate a rate (since we do
use them in many situations in life); if the problem is presented in an-
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other way, with some vague but misleading cues, the subject will rule out
probabilistic reasoning. This would explain several well-known experi-
ments, by Kahneman and Tversky, such as the one where subjects are to
estimate the probability that “Jack” is an engineer or lawyer, where 70
percent of the population are lawyers and 30 percent are engineers. When
no description of Jack is given, the subjects estimate the probability on
the basis of the base rate. When a supposedly “irrelevant” and “useless”
description is given, they ignore the base rate. But the subjects probably
figure that it would be silly for the experimenters to give a description
that has no meaning, so they search for the meaning, and find something.
In fact, there is a cue in what Kahneman and Tversky assume is a “use-
less™ description. Jack has no interest in political or social issues, and
therefore is not likely to be a lawyer, but he has many hobbies such as
carpentry and mathematical puzzles, which suggests that Jack is likely to
be an engineer.?® Given these cues, the subjects may ignore the base rate
because they assume the cues are meant to be used as guides, in spite of
the base rate.

Finally, heuristics are akin to intuitions. Indeed, they might be consid-
ered to be regularized, checked-out intuitions. An intuition is a reason,
hidden from our consciousness, for certain apparently unrelated things
to be connected in a causal way. Experts might be defined as people who
abjure intuitions; it is their virtue to have flushed out the hidden causal
connections and subjected them to scrutiny and testing, and thus dis-
carded them or verified them. Intuitions, then, are especially unfortunate
forms of heuristics, because they are not amenable to inspection. This is
why they are so fiercely held even in the face of contrary evidence; the
person insists the evidence is irrelevant to their “insight.”

This happens in the psychological experiments; subjects insist, even
after their error is explained to them, that if a fair coin has come up
heads twenty times in a row, it is slightly more likely to come up tails on
the twenty-first toss. Subjects insist tails is the best bet because in the
long run the proportion of heads can only be .5, or 50 percent, so this
unusual run of solid heads has to end. They are wrong, the experts insist,
because each toss is independent of every other toss; the coin has no
memory and on each toss the odds are .5 that it will be tails, and .5 it will
be heads. I must admit that I am a victim of this “gambler’s fallacy” too.
I reason that in 1,000 tosses there will be about 50 percent heads. Twenty-
one tosses is more likely to reproduce this pattern of 50 percent heads in
1,000 tosses than, say, three or four tosses, so the odds have to be made
slightly better than .5 after 20 heads, and this encourages me to choose
tails.
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The implication of the psychologists’ work is that the public is not
qualified to participate in decisions about the risks they will have to
endure. The public pursues an informal, probably messy “logic” that the
experts do not share. At least orie cognitive psychologist has recently
defended intuitions. Baruch Fischhoff wonders if our intuitive judg-
ments, or logic, might not be utilized even if it is denigrated by the
experts. “It is worth asking,” he writes, “whether there is not a method in
people’s apparent madness. Are there not decision-making criteria over-
looked by formal analysis yet essential for human welfare or psychologi-
cal well-being?”3° As we shall shortly see, there are such criteria, if we
examine the work of Slovic, Fischhoff, and Lichtenstein carefully.

The difference between the absolute rationalists and the cognitive psy-
chologists who emphasize bounded rationality can be illustrated by ex-
amining the public reaction to the accident at Three Mile Island. For the
rationalists, TMI was merely the occurrence of a rare event, that would
be expected to occur, say, once in three hundred years for that reactor.
That it occurred a few months afier start up in 1979 rather than in the
year 2079 is insignificant. Estimates indicate it is likely to occur some-
times, but rarely, this was simply that rare time. For the bounded ration-
ality group this is true, but not the point. This was an unfamiliar prob-
lem, and appropriate heuristics have not been developed for it. A
significant event such as this is an indication to the public of what is
possible; it is a signal that these plants can have serious troubles even
though the experts say they will do so only very rarely.’! Since some
experts appeared to think it could almost never happen, expert predic-
tions might reasonably be questioned by the public. If experts are wrong,
then this may not have been the one time in three hundred years, but the
first one of many, many times over three hundred years. (Note the
bounded rationality theorist is not siding with the public on the risks of
nuclear power, only saying that it is not irrational that they could come
to their conclusion.)

Furthermore, the public might say, if there is even a remote chance of
a catastrophe, why risk it? For the bounded rationality theorist, a quite
efficient and understandable logic is at work here, even though it is tech-
nically faulty. It is an efficient logic, given the fact that experts, like
everyone else, are fallible and have been proven wrong in the past. It is
efficient to question them. Such logic is also efficient because it moti-
vates the public to demand: “Remove that threat; I don’t want to live
with a lot of threats; you are not counting in my psychic costs; find
another energy source.”

Finally, bounded rationality is efficient because it avoids an extensive
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amount of effort. For the citizen, think of the work that could be re-
quired to decide just what the TMI accident signified. In the experts’
view, the public should make the effort to answer the following ques-
tions, and if they can’t, should accept the experts’ answers. Did the acci-
dent fit in the technical fault tree analysis the experts constructed in
WASH-1400, the Rasmussen Report (a matter of several volumes of
technical writing)? How many times in the past have we come close to an
accident of this type? Can we correct the system and thus learn from the
accident? Was it accurately reported? Do the experts agree on what hap-
pened? Did it fit the base rate of events that led to the prediction that it
was a very rare event? And so on. The experts do not have answers to
some of these questions, so the public, even were they to devote some
months of study to the problem, could not be assured that the answer
could be known.

We should note that the public is far from hysterical about nuclear
power. Even after TMI from 60 to 70 percent of the public indicate more
nuclear plants should be built.32 But this does not mean that those favor-
ing nuclear power make this judgment on the basis of a rational calcula-
tion using extensive knowledge any more than does the small minority—
from 15 to 20 percent—who favor shutting down all plants. The lay
proponents of nuclear power may not be using the correct decision pro-
cedures recommended by the experts any more than the lay opponents.
But note that even the more enlightened of the bounded rationality pro-
ponents, while defending the efficiency of the public’s reasoning and
understanding the “natural” bases of its errors, might still conclude that
public opposition to nuclear power is wrong. The public’s fears must be
treated with respect, and a way found to bring them into policy consider-
ations, the bounded rationalists would say; but the gap is still to be
closed by bringing the public over to the experts side.

Social Rationality

The third view of rationality, social and cultural rationality (or social
rationality for short), departs from the absolute rationality of the risk
assessors and economists even more significantly than bounded rational-
ity does. It recognizes the cognitive limits on rational choice, but holds
that such limits are less consequential in accounting for poor choices
than cognitive psychologists believe and are, in fact, quite beneficial in
other respects. OQur cognitive limits may make us human in ways we
treasure.

There are at least two general reasons why we might be thankful for
our limited cognitive abilities. People vary in their cognitive abilities in
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absolute terms, but they also seem to vary with respect to different think-
ing abilities for different tasks. You and I may be equally intelligent,
when measured over a number of areas, but you are good at counting
while I (as I tell my quantitative colleagues) don’t count. Yet I have
learned how to visualize, or model. things in three-dimensional space, or
perhaps have an innate capacity for it. Because of my limitation in
counting, I need you, and vice versa. Our limitations bring about social
bonding. Bonding by diversity in skills (which is related to limitations in
cognition, incidentally) is more stable and perhaps more satisfying than
bonding by addition of equal talents. That is, the standard illustration of
two people moving a rock that neither could move alone as the basis for
social life is a very minimal one; any partner would do, and once the
rock is moved, we can part. But bonding because sometimes we need to
count and sometimes we need 1o visualize, so we had better have each
other around when these tasks appear, is a strong basis for social life. If
everyone were equally rational, we would not need economists. Since we
are not, we need both economists who try to see where rational, quantita-
tive solutions will work and sociologists who try to see how social bond-
ing can be utilized and maximized.

A second cheer for our limitations stems from your propensity, for
example, to see all problems as orie of measurement and counting, and
my propensity to see all problems as one of social interactions. If we
have a common problem and it seems to have a lot of numbers, rates,
proportions, and so on in it, you are likely to move quickly to a mathe-
matical solution. Your “heuristics” are better than mine if numbers are
included. But because of your expertise, you are very likely to end up
deciding that the problem should be seen in a manner that allows a
quantitative analysis. Your “framing” of the problem prejudges the
problem and prejudices the answer. So does mine. For you, the choice of
nuclear or coal can be measured by toting up the deaths per megawatt of
power produced to date by each activity. The risks of DNA research can
be measured by seeing how many experiments have gone on without any
accidents. But I might define the power generation problem in terms of
potential deaths in a rare but conceivable catastrophe, the fact that the
deaths would involve related people (communities), and potential con-
tamination of large land areas for generations to come.

A working definition of an expert is a person who can solve a problem
faster or better than others, but who runs a higher risk than others of
posing the wrong problem. By virtue of his or her expert methods, the
problem is redefined to suit the methods. Because you can count, and
because we have data on deaths, the choice is defined as a problem of

322



Living with High-Risk Systems

toting up known figures. Because I look for social relations, symbolic
values, and human progeny, I define the problem as one of potential
consequences, not observed ones. Your concern with power lawnmowers
or automobiles, where we have good accident statistics, may save more
people from injury and death, than my concern with nuclear war, which
happened only once and has a very low chance of happening again. We
both have bounded rationalities, but our world is immeasurably en-
riched because our limits are not identical, that is, because we emphasize
different skills or cognitions. (The enrichment will be reduced if each of
us refuses to recognize the advantages of the alternative view.) The ra-
tionalist would have all be completely rational; that does not seem possi-
ble. The bounded rationality theorist would point to the unfortunate
limitations on most or even all people’s cognitive ability. The social
rationalist would say the limits are far from unfortunate; they necessitate
interdependence, and differences promote new perspectives and solu-
tions that no one person is likely to have. Two cheers, then, for bounded
rationality; it promotes the human qualities of interdependence, and it
allows legitimately different values to come into play and conflict. The
third cheer, not relevant here, is that the limits on every human make
domination of the many by the few more difficult.

For those holding the third perspective, emphasizing social rationality,
the fears of the citizens of Middletown, Pennsylvania, are a part of the
cost of nuclear power. A technology that raises even unreasonable, mis-
taken fears is to be avoided because unreasonable fears are nevertheless
real fears. A technology that produces confusion, deception, uncertainty,
and incomprehensible events (as the crisis over the several days did) is to
be avoided. The technology affects social bonding and social interaction,
and individual psyches and peace of mind. A worker’s death is not the
only measure of dread; the absence of death is not the only criterion of
social benefit.

Thus we can think in terms of three types of rationality: economic or
absolute rationality, which requires narrow, quantitative and precise
goals; bounded rationality, which emphasizes the limits on our thinking
capacities and our inability to often achieve or even seek absolute ration-
ality; and social and cultural rationality, which emphasizes diversity and
social bonding. Cost-benefit analysis emphasizes the first; risk assessors
are increasingly moving from the first to the second; our discussion has
emphasized the last. Next we will try to show that the public also empha-
sizes social rationality. The public is uninformed in many respects, and
certainly can make errors in reasoning, but for matters of catastrophic
risk these errors seem less disabling than the alternative of neglecting the
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rationality embedded in social and cultural values. The bounded ration-
ality viewpoint has had a tremendous impact upon organizational the-
ory. It was tentatively set forth in an influential book by James March
and Herbert Simon in 1958, and then developed by March and his col-
leagues and students and now challenges all mainstream organizational
theory.?® This theory holds that organizational problems and solutions
are tossed haphazardly into a “can” and people pick and choose as op-
portunities arise and move off as interest flags or new cans appear. Prob-
lems get intertwined, solutions are looking for problems to give them life,
and participation is unpredictable. I think that the notion of social ra-
tionality, sketched above, is an extension of garbage can theory, indicat-
ing some reasons why the apparent inefficiency of organizations, when
judged from the rational model, may prove to be quite efficient from a
social rationality point of view.

The Discovery of Dread

Actually, some careful public opinion polling by Decision Research
and members of a Clark University group supports the social rationality
view.3 The researchers were exploring the basis of the presumably irra-
tional view of the public about some technologies, such as nuclear power,
and compared the views of experts in various fields with the views of
some members of the public, in this case, college students, members of a
local business and professional association, and members of the League
of Women Voters.

The experts and the lay members of the public agreed on the riskiness
of several of thirty activities. Both groups rated as highly risky motor
vehicles, handguns, smoking, drinking, and motorcycles. Rated as low in
risk were vaccinations, power mowers, food coloring, and home appli-
ances. But the experts and the public disagreed on others, especially nu-
clear power. Where 1 equals most risky and 30 the least, nuclear power
was ranked as 1 by both students and League of Women Voters mem-
bers. The business and professional club members ranked it 8, but the
experts ranked it a very low 20 out of the 30 activities. Why the
discrepancies?

The researchers had noted in other studies that the public’s estimates
of fatalities were greatly “biased,” in part by sensational newspaper cov-
erage and the ease of remembering recent events (the “availability heu-
ristic”), so they checked on this. They asked the groups about the num-
ber of people likely to die next year in the United States from each of the
activities, if it were a normal year as deaths go. (If you think this might
be a difficult exercise you are correct; what do you think the figure for
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scuba diving might be, for example, or power mowers?) The experts,
being experts, gave figures closely resembling the actual figures for past
years. The lay people’s estimates weré not very accurate; they might
greatly overestimate the number of, say, power mower deaths. But more
important, even though they might think that many people were killed
this way, when asked to judge the riskiness of the activity by ranking the
30 activities, they might judge it as low in risk. Another activity that they
felt (correctly or incorrectly) killed fewer people might be judged a more
risky activity. Here we would seem to have more evidence of the inabil-
ity of the public to judge risk: the public’s estimates of risk do not con-
form with their own (often inaccurate) estimates of harm.

Fortunately, interested in this discrepancy, the Oregon researchers had
included another question: What if it were a particularly disastrous year?
For most of the activities the estimates of deaths did not change much,
for some it changed substantially, and for nuclear power the estimate of
fatalities in a bad year shot way up for the lay persons. Thus, disaster
potential apparently explained the discrepancy between the perceived
risk and the actual annual fatalities for nuclear power and a few other
hazards. .

That made sense. The public judged some risks on the possibility of a
disaster, not the historical record; that would explain why the public
would worry about nuclear power regardless of the number of people
killed on the highways. But there were still many discrepancies between
the public and the experts. Probing further, the researchers then asked
the respondents to rate each of the 30 activities on the following dimen-
sions: the degree to which the activity’s risks were voluntary, controlla-
ble, known to science, known to those exposed, familiar, dreaded, certain
to be fatal, catastrophic, and immediately manifested. Now the study
began to pay off. Here the difference between the experts and the public
all but disappeared: all of the groups gave similar ratings to each of the
activities on each of the dimensions. Most strikingly, nuclear power
scored at or near the extreme on all of the undesirable characteristics, for
both experts and the public. “Its risks were seen as involuntary, delayed,
unknown, uncontrollable, unfamiliar, catastrophic, dreaded and fatal.” %

Note that the experts agreed with the lay people in this characteriza-
tion of nuclear power, but in the same questionnaire still ranked it as
only 20 in riskiness out of the 30 activities, while the three lay groups
gave it ranks of 1, 1, and 8. Dread and the unknown, uncontrollable
aspects were recognized by the experts, but not thought relevant in judg-
ing riskiness. But not so for the public. In fact, for the lay groups, one
could predict almost exactly their assessment of risk, based upon their
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assessment of how much dread was involved in the activity and the
likelihood of a mishap being fatal, The ratings of dread and lethality also
closely predicted their estimates of the number of fatalities that could be
expected in a bad year. But this was not true of the experts. The degree to
which a risk was a “dread risk” and likely to be fatal did not influence
their judgment of the overall risk. Apparently, to the experts a death is a
death, whether from scuba diving or irradiation.

The researchers then conducted a larger study with ninety hazards and
eighteen instead of nine risk characteristics. The results were consistent
with the earlier study, but more elaborate. They could be represented by
three “factors” (clusters of interrelated judgments, where the three clus-
ters are fairly independent of each other). The most important factor,
which they labeled “dread risk,” was associated with:

lack of control over the activity;

fatal consequences if there were a mishap of some sort;

high catastrophic potential;

reactions of dread,

inequitable distribution of risks and benefits (including the transfer of risks
to future generations), and

 the belief that risks are increasing and not easily reducible.

High on this “dread risk” factor were nuclear weapons, nuclear power,
warfare, nerve gas, terrorism, crime, and “national defense.” Note that
nuclear weapons, nuclear power, and military activities in general are
systems we classified as complex and tightly coupled—cell 2 in our I/C
chart (see Figure 9.1).

It is striking that there is a parallel between the “dread risk™ factor and
interactively complex and tightly coupled systems. The correlation is not
perfect, but still, two independent and totally different systems of classi-
fication converge, one based upon a theory of system characteristics that
is independent of catastrophic potential, and another that includes cata-
strophic potential but much else besides, such as lack of perceived con-
trol, inequitable distribution of risks, and the belief that risks are increas-
ing and not easily reducible. Clearly, the public’s classification scheme is
broader than ours in this book; it combines an intuition about systems
with a perception of social characteristics and consequences that go be-
yond catastrophic consequences.

Factor 2, labeled “unknown risk,” included risks that are

¢ unknown,
unobservable,
¢ new, and
« delayed in their manifestation.
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FIGURE 9.1
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High on this factor were solar electric power, DNA research, earth orbit-
ing satellites, space exploration, food irradiation, lasers, and nuclear power.
Nuclear power is both high on dread and fairly high on the unknown
dimension.

The factor of unknown risk is not conceptually related to our I/C chart
as well as the dread factor. Some are processes rather than systems (solar
cells, food irradiation, and lasers) and cannot be placed on our chart.
There is some association of “unknown risk” with interactive complex-
ity and tight coupling, but not for all the activities. DNA research, earth
orbiting satellites and space exploration, and nuclear power are systems
that we placed in the high complexity and tight coupling cell and the
respondents associated with unknown risks.
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Less information is given about the third cluster, “societal and personal
exposure.” This involved the number of people exposed and the rater’s
personal exposure. Hazards at the high end of this dimension were motor
vehicle accidents, caffeine, alcoholic beverages, smoking, food preserva-
tives, herbicides, and pesticides. At the low end were lasers, solar elec-
tricity, space exploration, laetrile, scuba diving, and open heart surgery.
It was not as important in influencing perceived risk as the other two
factors, but still made a contribution.

Unfortunately, the rated risks do not include most industrial activities
we are interested in, such as chemical plants, mining, or factories. Thus,
we cannot lay the I/C chart over the array produced by the factors of
dread and unknown risk. But the rough comparisons that can be made
suggest that our classification is more consistent with the public percep-
tion of hazards than it would be with the assessment by experts, includ-
ing many risk assessors in government, industry, and the universities,
who, while recognizing dreadedness and unknown risk, did not utilize it
in their hazard ratings. They used simple body counts or theoretical esti-
mates of such counts.

The dimension of dread—lack of control, high fatalities and cata-
strophic potential, inequitable distribution of risks and benefits, and the
sense that these risks are increasing and cannot be easily reduced by
technological fixes—clearly was the best predictor of perceived risk. This
is what we might call, after Clifford Geertz, a “thick description” of
hazards rather than a “thin description.”* A thin one is quantitative,
precise, logically consistent, economical, and value-free. It embraces
many of the virtues of engineering and the physical sciences, and is con-
sistent with what we have called component failure accidents—failures
that are predictable and understandable and in an expected production
sequence. A thick description recognizes subjective dimensions and cul-
tural values and, in this example, shows a skepticism about human-made
systems and institutions, and emphasizes social bonding and the tenta-
tive, ambiguous nature of experience. A thick description reflects the
nature of system accidents, where unanticipated, unrecognizable interac-
tions of failures occur, and the system does not allow for recovery.
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Running Risks, or Trials Without Errors

For most of the ills that come with advanced industrialization, an in-
creased measure of surveillance, penalties, and prohibitions would suf-
fice to limit them. Smoking can be taxed more heavily, the subsidies to
the tobacco industry eliminated, and smoking in all public places and
places of work forbidden. Mine safety can be improved; smokestack
scrubbers used; fluid sandbed furnaces required (they are more efficient
and drastically reduce pollutants). Toxic chemicals can be much more
closely regulated and illegal disposal eliminated (though organized crime
might have to be eliminated to do so, if newspaper stories of their in-
volvement in illegal disposal are correct).’” Automobiles and highways
could be made safer, and so on. We have made some of these improve-
ments already, and could do more—if elites were willing to run the risk
of alienating the offending industries. (One enormous risk which the
industrialized nations may be facing is not considered in this book on
normal accidents; eliminating this ill would require much more drastic
measures than any of the above: This is the problem of carbon dioxide
produced from deforestation primarily, but also from burning fossil fuels
such as coal, oil, and wood. This threatens to create a greenhouse effect,
warming the temperature of the planet, melting the ice caps, and proba-
bly causing an incredible number of other changes, most of them disas-
trous. If it is significant—the experts do not agree—we may have a few
decades to handle this; but it may be too late. It is one of the strongest
cards the nuclear addicts can play, though the enormity of the problem,
by some accounts, would dwarf the capacities of nuclear industry. We
would have to divert our energy and natural resources from much of
industry and use it to build nuclear plants for the next generation to meet
some estimates. Battalions of scientists, engineers, and operators would
have to be recruited and trained, and so on.) ,

If the problem is not that great, it is possible that a massive and nearly
impossible shift to conservation and solar power could make the differ-
ence, but recall that solar cells and collectors also require significant
amounts of energy to build and distribute, though hardly as much as a
thousand nuclear plants in the U.S. alone. Producing the safe systems
cannot be done without further pollution, for several decades, by the
major culprits, the industrialized nations. The international planning
and cooperation required would be way beyond any precedents.

But it is fair to ask whether we have progressed enough as a species to
handle the more immediate, short-term problems of DNA, chemical
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plants, nuclear plants, and nuclear weapons. Recall the major thesis of
this book: systems that transform potentially explosive or toxic raw ma-
terials or that exist in hostile environments appear to require designs that
entail a great many interactions which are not visible and in expected
production sequence. Since nothing is perfect—neither designs, equip-
ment, operating procedures, operators, materials, and supplies, nor the
environment—there will be failures. If the complex interactions defeat
designed-in safety devices or go around them, there will be failures that
are unexpected and incomprehensible. If the system is also tightly cou-
pled, leaving little time for recovery from failure, little slack in resources
or fortuitous safety devices, then the failure cannot be limited to parts or
units, but will bring down subsystems or systems. These accidents then
are caused initially by component failures, but become accidents rather
than incidents because of the nature of the system itself; they are system
accidents, and are inevitable, or “normal” for these systems.

Much can be done to make these systems somewhat safer, but acci-
dents cannot be entirely avoided. Quality control, operator training, de-
sign experience, and environmental controls will help, but will not be
sufficient. These are benign steps to reduce the frequency of system acci-
dents. But there is one other solution that may not be so benign: institut-
ing highly centralized, authoritarian organizational structures.

The discussion we had of thinking, or cognition, is particularly rele-
vant to the inescapable fact that our risky enterprises are organizational
enterprises. Just as some hope cur risk analysis can be made more ra-
tional and scientific, so do some envision more tightly controlled, au-
thoritarian organizations to run our risky enterprises. In their view, we
simply have to eliminate “operator error.” We have been dealing with
organizations throughout the book. It is now time to confront explicitly
this context for catastrophe. What do we know about organizations and
does what we know reassure us that risks can be managed? We know
quite a bit, intuitively, by simply living in the world. We also learn a lot
by reading books on almost any important topic, since most important
topics have organizations at least in the background. Finally, those of us
who are familiar with decades of research on organizations may know an
additional bit more that is useful. The topic of organizations is quite
relevant to high-risk systems, at least as important as the possibilities of
technological fixes.

This book started with a commonplace system accident without cata-
strophic potential. Better organization of our affairs might have made a
difference in the coffee pot and job interview story, but not much; better
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luck would have been more to the point, so that one of the several safety
devices was not defeated. We then moved on to the nuclear industry, and
I argued that we should not expect nuclear power to be above the indus-
try average in organizational competence or honesty; the lack of both did
not bring down TMI, though they contributed to the problem. Well-run
plants have system accidents too. So do the much better-run (I suspect)
chemical plants. Our review of some aircraft manufacturers suggested
undue indifference to safety, but by and large, both the airways and the
aircraft are not plagued with organizational problems. The marine indus-
try is; it was analyzed as an error-inducing system, and all the variables
used to make that analysis were organizational ones, including the sug-
gestion that rather than give more technology to support the authoritar-
ian decision-making system aboard ship, we should reorganize the deci-
sion-making system. The space missions dramatically support the notion
that the operator must be left in the loop because the designers’ loops are
far from seamless, and faulty information and reality construction by
managers, along with pressures for production, can lead to problems.
Building dams, in our two case studies of the Teton failure and the radio-
active tailings dam, suggested run-of-the-mill organizational failures sim-
ilar to the nuclear power industry, and mining also reflects poor organi-
zational behavior, especially in the attribution of operator error and the
failure to take elementary protection in the case of potential explosive
mixtures. With DNA we were especially critical; elementary precautions
may be absent in the rush to publish and profit.

But we must come now to a more systematic limit on some organiza-
tions, a kind of Pushmepullyou out of the Doctor Dolittle stories (a beast
with heads at both ends that wanted to go in both directions at once).
The organizations at risk are the complexly interactive, tightly coupled
ones in cell 2 of our Interactive/Coupling chart (see Figure 9.1). It should
be considered with Figure 9.2 in order to highlight the dilemma. I will
argue that complex but loosely coupled systems (cell 4, such as universi-
ties) are best decentralized; linear and tightly coupled systems (cell 1,
such as pharmaceutical plants) are best centralized; linear and loosely
coupled systems (cell 3, most manufacturing) can be either; but complex
and tightly coupled systems (cell 2, including nuclear power) can be nei-
ther—the requirements for handling failures in these systems are
contradictory.

Systems with interactive complexity (cells 2 and 4) will produce unex-
pected interactions among multiple failures. But while these are trouble-
some and unwanted, they need not bring about accidents—that is, dam-
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FIGURE 9.2
Centralization/Decentralization of Authority Relevant to Crises
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accidents possible.
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agencies (welfare, DOE, OMB),
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age to a subsystem or the system as a whole. Accidents will be avoided if
the system is also loosely coupled, (cell 4, universities and R&D units)
because loose coupling gives time, resources, and alternative paths to
cope with the disturbance and limits its impact. But in order to make use
of these advantages of loose coupling, those at the point of disturbance
must be free to interpret the situation and take corrective action. Since
the disturbances are generally (not always) likely to be experienced first
by operators (which include first-line supervisors and other on-duty per-
sonnel such as technicians and maintenance), this means the system
should be decentralized. These personnel have two tasks: analyzing the
situation and acting so as to prevent the propagation of errors. Unexpected
and incomprehensible interactions will not allow immediate analysis of
the cause of the accident, but given the slack in loosely coupled systems,
this is not essential. It is enough that personnel perceive an unwanted
system state (even though it is also unexpected and its causes are myste-
rious), and do so before it interacts with other units and subsystems. To
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do this they must be able to “move about,” and peek and poke into the
system, try out parts, reflect on past curious events, ask questions and
check with others. In doing this diagnostic work (“Is something amiss?
What might happen next if it is?”’), personnel must have the discretion to
stop their ordinary work and to cross department lines and make
changes that would normally need authorization. This is a part of decen-
tralization. This delay and experimentation is possible because of loose
coupling, but required by the interactive complexity.

Once an untoward state is identified, and some notion of possible
consequences formed, recovery actions must take place to prevent the
failure from spreading. In a loosely coupled system there is sufficient
slack, resources, alternative paths, fortuitous substitutes, and safety de-
vices to effect recovery. But the persons best able to bring these into play
are those at the point of the disturbance. Thus, where systems are both
complexly interactive and loosely coupled, decentralization is efficient
both for diagnosing and recovering from errors. (It is also appropriate for
these systems for other reasons than dealing with failures, since these
systems can benefit from unexpected interactions of nonfailure events,
called synergy, flexibly cope with unstandardized “raw materials,” and
can utilize professionals that have been socialized through professional
training and thus can be left unsupervised because they have absorbed
the appropriate norms.)

At the other extreme (cell 1, linear and tightly coupled), consider a
continuous processing operation with a well-established technology,
standardized raw materials, and linear production system. Here tight
coupling is required for efficiency, and can be tolerated because the tech-
nology is well understood and the materials well controlled. When fail-
ures occur, as they inevitably will, they will not interact in unexpected
and incomprehensible ways, but in expected and visible ways. The sys-
tem programs responses for these infrequent but expected failures; the
responses are determined at the top or in the design, and employees at all
levels are expected to carry them out without question. They must be
carried out immediately and precisely because of the tight coupling pres-
ent, otherwise the failure could expand from part to unit to subsystem.
This does not represent a problem; employees expect it, and desire it.
There is no time for rumination, no fortuitous substitutions or safety
devices available to bring into play, no alternative sequences to use other
than those programmed in. Repeated drills will insure fast and appropri-
ate reactions, but the reactions are prescribed ahead of time, by the cen-
tral authority. The system operates much the same way in the production
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mode as it does in the failure mode, so the centralization is appropriate.*

For organizations that are both linear and loosely coupled (ceil 3; most
manufacturing, and single goal agencies such as a state liquor authority,
vehicle registration, or licensing bureau) centralization is feasible be-
cause of the linearity, but decentralization is feasible because of the loose
coupling. Thus, these organizations have a choice, insofar as organiza-
tional structure affects recovery from inevitable failures. The fact that
most have opted for centralized structures says a good bit about the
norms of elites who design these systems, and perhaps subtle matters
such as the “reproduction of the class system” (keeping people in their
place). Organizational theorists generally find such organizations over-
centralized and recommend various forms of decentralization for both
productivity and social rationality reasons.

For the interactively complex and tightly coupled system (cell 2, in-
cluding nuclear plants, nuclear weapons systems, chemical plants, space
missions, and DNA) the demands are inconsistent. Because of the com-
plexity, they are best decentralized; because of the tight coupling, they
are best centralized. While some mix might be possible, and is some-
times tried (handle small duties on your own, but execute orders from on
high for serious matters), this appears to be difficult for systems that are
reasonably complex and tightly coupled, and perhaps impossible for
those that are highly complex and tightly coupled. We saw the space
missions move from a highly centralized mode in the first missions to a
more decentralized one in the moon shots, and the somewhat less com-
plex and tightly coupled space shuttle may allow still more decentraliza-
tion. But I predict that the tensions between the two modes will remain,
and consume a good deal of organizational energy. Chemical plants are
also not extremely high on complexity and coupling, but we saw safety
engineers ruminating about the problem of bringing in operators more as
the process got more complex, and we saw operators overriding the cen-
tralized, automatic system to decouple parts of the plant and to manually
shut down affected parts on their own. I do not know enough about this
industry to say that the problem of being both centralized and decentral-
1zed is expensive and continuous, but I would expect that it is.

In the case of nuclear power I am confident that it is. I once partici-
pated in some discussions with Nuclear Regulatory Commission and

*Organizational theorists, at least since the pioneering work of Burns and Stalker, 1961
and Joan Woodward, 1965 and others in what came to be called the contingency school,
have recognized that centralization is appiopriate for organizations with routine tasks, and
decentralization for those with nonroutine tasks. For an early statement see Perrow, 1967,
and Lawrence and Lorsch, 1967. The present formulation suggests an extension of that
view,
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nuclear industry executives about the optimal organizational structure
for nuclear power plants. We cycled endlessly through the problem of
insuring rapid, unquestioning response to orders from on high (or orders
in the procedures manual), and at the same time allowing discretion to
operators. Regarding discretion, the operators would have the latitude to
make unique diagnoses of the problem and disregard the manual, and be
free of orders from remote authorities who did not have hands-on daily
experience with the system. We could recognize the need for both; we
could not find a way to have both. Predictably, the NRC and industry
personnel, faced with the incompatibility, chose the centralized model.

The centralized design for nuclear plants recommended by most (but
not all) regulatory and industry personnel goes beyond that of most man-
ufacturing or continuous processing plants because of the catastrophic
potential present. It thus has implications for society. It calls for a war-
time, military model in a peacetime civilian operation. A military model
reflects strict discipline, unquestioning obedience, intense socialization,
and isolation from normal civilian life styles. (I am drawing upon an
idealized model here; no suggestion is made that our current military
organizations resemble this.) Designed to “defend a free society,” it must
violate that freedom. Because the military is concerned with protection
from violent attacks upon our existence, it is given a latitude no other
group has. Its structure is not something we generally endorse, but rather
is something society tolerates because of the special problems and cir-
cumstances. Efforts to extend this model to industry in the nineteenth
and early twentieth centuries failed; it was too incompatible with Ameri-
can social values and culture. The question arises, then, of whether we
are not designing more systems that are at once both complex and tightly
coupled, and that will require the extension of a military model of organ-
ization to more and more activities in society—in the name of progress,
defense, competition, or whatever.

The issue came up in the discussions with industry representatives I
mentioned above, but it came up far more forcefully in the inquiry into
the accident at Three Mile Island.

These Ordinary Men

Immediately after the accident at Three Mile Island, President Carter
appointed a prestigious commission to inquire into it, the Kemeny Com-
mission as it came to be called. After the commission had taken testimony
for some months, they met in closed sessions to draft their final report.
The sessions were transcribed, and the following summary and quotes
from just one meeting (September 15, 1979; the transcriptions are avail-
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able in the NRC’s Three Mile [sland Reading Room), illustrate some key
questions of this book: Do high-risk systems have to operate any differ-
ently than low-risk systems? What is the price of trying to manage both
complexity and tight coupling at the same time? These questions were
intensely discussed; these were immensely practical issues for a commis-
sion that would grab headlines and could influence the president and the
Congress.

First, the commission had to confront the reality of how nuclear plants
actually ran when they were running normally. They were surprised.
Taken on tour by the utility, Metropolitan Edison, of the undamaged
Unit | plant, they found an alarming lack of basic housekeeping and
indifference to that fact. Stalagtites and stalagmites 3 feet long were grow-
ing out of leaky valves; pools of radioactive water lay about; and piles of
radioactive tools, materials, and protective clothing were scattered
around with slips of paper on them laconically saying “hot.” Loose wir-
ing hung from the ceilings. On another occasion one of the consultant
groups working with the commission was taken on a tour of Unit [, It
reported to the commissioners at the September meeting that the engi-
neers from the utility conducting the tour appeared not to understand
the basic design of the system cr the importance of such problems as
loose wires hanging about.

One of the commissioners had vast 1ndustr1a1 experience—Patrick E.
Haggerty, Honorary Chairman and General Director of Texas Instru-
ments, and executive committee member of the extremely influential
Tri-Lateral Commission (which is decidedly pro-nuclear, advising the
key, advanced industrial nations in the West and Japan to go nuclear).
He said that there were always loose wires hanging about in a Texas
Instruments plant and engineers often don’t know how the whole system
works. (That may be fine for T1, someone on the commission might have
said, but not for a nuclear plant.) He and some other commissioners also
argued that a nuclear plant can’t shut down for every leaky PORYV, be-
cause that creates other problems. “We all know,” he said, “that the best
thing you can do is to keep something running....” And if there are
leaky valves or plant shutdowns, the plant should not tell the local public
about the problems they are having. The sociologist on the commission,
Professor Cora Marrett, said ““it would be ridiculous” for the utility to
provide information on everything that happened that might be counter
to safety, thus defending the utility’s right to secrecy. The influential
Washington lawyer and reputed power-broker in the Lyndon Johnson
administration, Harry C. McPherson, echoed the sentiment. They
should do no more than General Motors plants; there is no difference.
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Commissioner Peterson, President of the National Audubon Society
and former research director of duPont, was not convinced. “They’ve got
some damn dangerous stuff out there in that building” he mused. “There
is a little sign on the desk as we were in the plant,” he continued, “saying
right there, ‘Nuclear Power Is Safe.”” Commissioner Pigford (professor
of nuclear engineering at the University of California, Berkeley, and for-
mer employee of a nuclear vendor) insisted that ‘they thought it was
safe.” (One wonders why they needed the sign to remind them if that
were the case.) Peterson retorted, “They knew damn well it was danger-
ous,” and went on to say, “It’s easy to work safely when you’re making a
suit of clothes, but not nuclear energy.” Later he brought up the differ-
ence again: “There’s one big helluva difference” between nuclear plants
and garment factories or General Motors plants, “and the community
knows that now.” Commissioner Pigford stubbornly disagreed with Pe-
terson about the difference between industries, and thus disagreed with
the thesis of this book. “I don’t know that; I’ll examine each one,” he
said.

The controversy was important. I have argued all along that nuclear
plants are, unfortunately, run no different from most of industry, and
that we cannot expect much out of most industrial activity in the way of
high reliability and safety. But they should be different because of the
complexity, coupling, and catastrophic potential. The pro-industry com-
missioners were presented with dramatic evidence that TMI was, indeed,
run like Texas Instruments and General Motors, so they argued it did
not matter. I think they lost their point, though they were the majority of
the commission, because McPhearson finally conceded there was a dif-
ference. But then he proposed how the difference should be handled:
“There is a model of a nuclear system different from the one we have in
our country, in our commercial power system,” he said. “That’s the na-
val reactor program, run with an iron fist, every decision made at the
top, nobody budging down below, intense training, intense discipline on
the operators.” It merits our consideration, he went on, because so many
of the current plants have undisciplined, untrained and, unmotivated
people. ‘““We ought seriously to consider the question of nationalization.”

The discussion that followed generally approved of McPhearson’s iron
fist criteria, but did not like the idea of nationalization. Perhaps, in pri-
vate hands, some thought, the iron fist might work. Then Commissioner
Lewis, Dean of Journalism at Columbia University, broke in and finally
focused the discussion squarely on risk assessment:

I really don’t believe what I hear. We are going to say in order to continue with
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nuclear power, we are up-front going to say, a certain number of lives we’re
willing to risk? We are going to centralize and militarize this very dangerous
source of power? I mean, I don’t like the Rickover thing applied to a peace-
time operation. I just think in social terms it bothers me. And we’re deciding
to do all of these, for what? We haven’t explored whether there are alternatives
to getting ourselves electricity. I mean, we’re really saying we’re willing to risk
health and safety, a serious potential accident, to centralize a source of power
with a military type of group?

Acrimonious discussion followed, as one might imagine, for some
time. It was not what those with ties to the industry wished to hear.
Then, still frustrated, Lewis spoke again on the issue of a special kind of
a system:

You have seen the NRC and I guess the question I am asking is do you really
want to trust your family’s life to these people? This is the question I keep
asking all through our hearings. I looked at Mr. Galena, and I looked at Mr.
Denton, and I looked at Mr. Hendrie [top NRC officials active in the recovery
attempt and frequently interrogated by the Commission] and the whole bunch
of them; and I am saying, this is a terrible thing I am putting in the hands of
these ordinary men.

But Professor Pigford would not let up. “There is no such thing as no
accidents,” he said. “So we have got to bite the bullet and realize that we
are not going to be able to determine what is acceptable.” 38

This became the majority view. From the assertion that “plants are all
the same, no special precautions are needed,” they moved to a need for
military management because they are special, to finally saying, “to hell
with the risk assessments, let’s forge ahead.” The commission’s report,
while excoriating everyone, merely said, “Now let’s all do a better job.””3?

Pigford was correct; there is no such thing as “no accidents.” Nor-
mally, even space shots do not pose a catastrophic potential; but when
we send up caskets of plutonium, we create one. The answer is to not
send up plutonium, and we and the Soviets have stopped. But some
things cannot be stopped. There have been catastrophic accidents in Ad-
miral Rickover’s nuclear naval program too, ‘“run with an iron fist, every
decision made at the top, nobody budging down below.” So Professor
Lewis is correct too; since there will be accidents, we should consider
whether any peacetime activity is worth having if it requires that kind of
a social order. Even it cannot prevent accidents. Two nuclear submarines
have gone to the bottom of the ocean with all their crew.

Organizational theorists have long since given up hope of finding per-
fect or even exceedingly well-rur: organizations, even where there is no
catastrophic potential. It is an enduring limitation—if it is a limitation—
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of our human condition. It means that humans do not exist to give their
all to organizations run by someone else, and that organizations inevita-
bly will be run, to some degree, contrary to their interests. This is why it
is not a problem of “capitalism’’; socialist countries, and even the ideal
communist system, cannot escape the dilemmas of cooperative, orga-
nized effort on any substantial scale and with any substantial complexity
and uncertainty. At some point the cost of extracting obedience exceeds
the benefits of organized activity.

What Is to Be Done

The question of what is to be done about our high-risk systems depends
upon what we think the problem is. By now, you might correctly assume
that I would not say it was dumb operators, but there are three other
candidates I would like to dismiss fairly summarily, namely technology,
capitalism, and greed, before we discuss a better candidate, “external-
ities.” The technology argument I am concerned with here is not the one
that ran through the book, arguing that elites have decided on highly
risky technologies that will inevitably have system accidents. The more
conventional one I wish to dismiss states simply that we are in the grip of
a technological imperative that threatens to wipe out cultural values,
nature, and so on. We could cite the failure of collision avoidance sys-
tems to work, and the invention of multiple warheads, in support of this.
Systems are too complex, and our reach has surpassed our ability to
grasp. There is a bit of this philosophy in this book, particularly in the
argument for social rationality. But, first, there is no imperative inherent
in the social body of society that forces technologies upon us. People—
elites—decide that certain technological possibilities are to be financed
and put into place. Second, most of our technologies do not threaten our
values, nature, or our lives. One can no more be antitechnological than
they can be anticulture or antinature; the hoe and the wheel and cooking
meat and baking bread are technologies.

The next candidate for possible blame is the group of people making
decisions—in our society, these are reputed to be capitalists, or govern-
ment agents of capitalists. Critics argue that organizing an economy
around private profits leads to short-run concerns and neglects the
longrun consequences. We have encountered the role of production pres-
sures (for profit) repeatedly. Furthermore, capitalists can ignore the
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“externalities” or social costs of their activities (pollution, large acci-
dents, enfeeblement of the working class) because they are borne by the
public as a whole or by segments of it. The social costs to each capitalist
or corporation are very small, since they are spread over society, or non-
existent if they are borne only by particular groups (workers, residents of
Times Beach, Missouri, or Seveso, Italy). Government does attempt to
redress the balance through regulation, but since government is over-
whelmingly business oriented, or made up of businesspersons (including
the lawyers who serve business interests), it does not succeed. Further-
more, government requires large-scale organizations to deal with the
large-scale organizations capitalism finds it needs, and these are inher-
ently limited and inefficient. Ever if the regulatory groups were made up
of impoverished environmentalists, there would be substantial ineffi-
ciencies and ineffectiveness. So runs the capitalist organization account
of our problem with high-risk systems.

While I believe that capitalism accounts for a great deal of what goes
on in the world, once the system was established the world was changed
so substantially that invoking capitalism as a cause of these specific prob-
lems is pointless in the context of this book. Socialist countries (in part
because they must compete with capitalist ones, and in part because of
the limits of organized activity) behave in much the same way. They
pollute, ignore the long-run costs, and in at least the Soviet sphere, enfee-
ble workers much more than capitalist societies do (because the workers
cannot fight back). Production pressures appear to be as high or higher in
some socialist countries, and vary substantially in capitalist countries
(high in mines and on ships, low in air transport). Capitalism, per se,
then, is not a useful or meaningful explanation.

What, then, of a less ambitious explanation than capitalism, namely
greed (whether due to human nature or structural conditions)—or to put
it more analytically, private gain versus the public good? This is useful
for highlighting differences within capitalist and within socialist soci-
eties. Some social systems have higher ceilings on private gain than oth-
ers, and some kinds of activity allow the more rampant expression of
private gain than others. Presumably state bureaucrats pursue private
gain as assiduously in socialist countries as they do in capitalist ones,
though the private benefits are considerably limited (vacation homes and
elite schools for children in socialist societies, in contrast to enormous
fortunes and relatively unchecked power in capitalist ones). I don’t have
the impression that ceilings (such as taxation or some other form of
redistribution of wealth) have much of an impact upon the creation and
operation of high-risk systems, though I think it is essential for a just
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society. But within each society we can identify activities where private
gain is easily realized (chemical plants) and where it is much harder to
realize (space missions). It would be hard, however, to classify our sys-
tems by only this criterion; some systems with the most catastrophic
potential are government activities (dams, nuclear weapons) and systems
with the least catastrophic potential may be private (air transport). Pri-
vate gain, then, does not seem to be the overriding problem.

The question of what the problem really is has a lot to do with the role
of “externalities.” These are the social costs of an activity (pollution,
injuries, anxieties) that are not reflected in the price of the activity. These
social costs are often borne by those who do not even benefit from the
activity, or, if they do, are unaware of the externalities. Externalities are
important in the case of high-risk systems because of, for example, the
costs of cleanup from toxic substances, or of rebuilding after a dam fail-
ure. The price of electricity from nuclear power plants does not reflect
the very large government subsidies, nor the costs of the unsolved prob-
lem of long-term waste storage, nor even the unknown costs of disman-
tling reactors after their forty allotted years, if they run that long. Had all
these been properly considered in the 1950s and included in the cost, this
book would have not been written because no utility would have ordered
a plant. The externalities of coal-fired power plants without proper
scrubbers are enormous, and the externalities drift over several states
and the Canadian border. We are now beginning to acknowledge this.
Externalities are found in both profit-making and governmental activi-
ties. The Corps of Engineers is not a profit-making organization, but the
possible externalities of dam failures are not included in the budget they
request. The published figures on our weapons systems do not include
money set aside for broken arrow accidents. Were externalities built into
the price of the product, the consumer of electricity, defense, or motorcy-
cles could make a better choice.

Outputs that are sold to the final consumer directly are able to hide
externalities less easily than those that are indirect. Systems, whether
public or private, that have identifiable and predictable victims are more
likely to consider externalities than those where victims are random,
anonymous, and probable rather than certain. Systems that have high-
status, articulate, and resource-endowed operators are more likely to
have the externalities brought to public attention (thus pressuring the
system elites) than those with low-status, inarticulate, and impoverished
operator groups. To protect their own interests, the operators in the first
category can argue the public interest, since both operators and the pub-
lic will suffer from externalities. The contrast here runs from airline pi-
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lots at the favorable extreme, through chemical plant operators, then
nuclear plant operators, to miners-—the weakest group.

This suggests that in designing or redesigning high-risk systems, we
need to consider not only the technology but the role of a variety of
groups, including types of victims, and the true long-run social and eco-
nomic costs, or externalities. Private gain still has to figure heavily in the
analysis, but “structural” variables are also important. Such an analysis
would consider whether or not there were direct sales to the final con-
sumer, identifiable victims, and the degree of political independency of
the operators. This would be combined with probability of loss, structure
of the insurance industry, and the possibilities of lawsuits (as opposed to
the much more ineffective system of workman’s compensation), the
amount of federal presence, and the costs that are externalized. Rather
than attempt this, we will conduct a much more primitive and highly
impressionistic inquiry into what can be done.

Let us state the problem as follows: How risky, in terms of only the
catastrophic potential, are the high-risk systems we have been consider-
ing, and how costly would be the alternative ways of producing the same
outputs, if there are any alternatives? This is essentially a risk-benefit
question, but it now includes a variety of concepts that are normally not
even considered.

Catastrophic Potential

Our Interaction/Coupling Chart has served us well, but now is inade-
quate. It presents only the theoretical placement of systems in terms of
their interactive complexity and coupling, and asserts that those in cell 2
are more likely to have system accidents than the others, assuming only
that there will inevitably be failures in the DEPOSE components. Estab-
lishing that argument has been the major task of this book. It says that
these failures are inevitable. But by itself, this argument is without prac-
tical application. It has nothing to say about the matter of risk for
society.

Now we must venture into far less categorical statements and esti-
mates. One of these estimates is of the catastrophic potential of these
systems from either system or component failure accidents. This is inde-
pendent of system accident potential; once the plutonium caskets are
removed from space missions there seems to be almost no catastrophic
potential, despite the probability of system accidents; dams do not have
system accidents, but can kill 3,000 people at one blow. Furthermore, to
complicate things, system accidenis even in systems with catastrophic
potential may be limited to subsystem failures with no serious damage to
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any humans, or even a total system failure (TMI) with no damage to
humans. The marine transport system has system accidents, but cata-
strophic potential exists primarily where toxic and explosive cargoes are
involved.

Estimating catastrophic potential from a large accident is difficult. I
have ignored first-party victims entirely, assumed that for second-party
victims (mostly passengers) that over 100 deaths would count as a catas-
trophe, but the following analysis would remain the same if the deaths
totalled over 200. For third- and fourth-party victims the most cata-
strophic systems are estimated to be nuclear power plants, weapons sys-
tems, and DNA accidents; all of these could be very, very large indeed.
Somewhat further behind are chemical plants (largely vapor cloud explo-
sions and release of such toxins as chlorine gas) and marine accidents
with toxic chemicals at sea or in port, or explosions in port. Both chemi-
cal plants and marine accidents would involve third- and fourth-party
victims, but in the hundreds, normally, rather than the thousands or
millions.

In column 1 of Table 9.1 I have very roughly ordered the systems of
concern in this final chapter by their intrinsic potential for system acci-
dents plus their catastrophic potential if such an accident occurred. This
is the catastrophic potential from inherent system accident potential.
Space missions have a fair propensity for system accidents, but almost
no catastrophic potential, so they are at the bottom; so are dams, which
have no system accident potential, and so no catastrophic potential from
this form of accident. Nuclear power and DNA are high on both system
accident and catastrophic accident potential. (They are not placed at the
top, because there are other considerations. The numbers in the figure
are just for ease of comparison; they have only relative significance, not
absolute significance.)

But we have seen that the potential for a system accident can increase
in a poorly-run organization. If there is poor regulation, poor quality
control, or poor training, there is an increased chance of failures in the
DEPOSE components, and these can make the unexpected interaction of
failures more likely, because there are more failures to interact. This
should be considered also, as it is in Column 2 of Table 9.1. This column
constitutes not just the catastrophic potential from inherent system acci-
dent potential, but the catastrophic potential from this source plus what I
take to be current rate of DEPOSE component failures that is in excess to
what could normally be maintained. This is, how badly run is the facility?
There will always be DEPOSE failures, but if there is no effective regula-
tion (as in DNA research) there will be more than necessary. Column 1 is
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TABLE 9.1
Catastrophic Potential (CP)
1 2 3 4 5
Inherent Actual Component Net
System System Fuilure Catastrophic Cost
Accident Accident Accident Potential of
with CP with CP with CP (2+3) Alternatives
(High) (Low)
10 20 Space 1
DNA Weap Weap
9 Weap/NucP 1 Weap NucP/Mar 2
8 NucP 16 NucP 3
DNA DNA
7 Weap NucP 14 4
6 Fly Fly DNA 12 DNA 5
Fly
Chem Chem
5 Chem Mar Mar/Fly/Chem 10 Mar Dam 6
4 Mar 8 7
Airw Dam
3 Airw 6 8
Airw
Mine Minz Dam/Mine
2 Mine Airw 4 Chem/Mine 9
Space Space Space
1 Dam Dam Space 2 Air Transp 10
(Low) (High)

the best we can expect if these industries make all the necessary efforts;
Column 2 is what we are likely to expect, since they do not seem to be
capable of making those efforts.

But accidents can occur simply from component failures. I think some
systems are more likely to have catastrophic accidents from system fail-
ures than component failures (nuclear power plants), but with others
(dams), it is the reverse. Column 3 presents some rough estimates of the
potential for catastrophic accidents from component failures, given cur-
rent experience.

We now have two sources of catastrophe: system accidents and com-
ponent failure accidents. The simplest thing is to add them together.
(There are problems with that—and indeed with all the columns—but
we are conducting only a very crude analysis here.) This is done in Col-
umn 4, the net catastrophic potential of each system (or, in the case of
marine transport, that part of the system that has catastrophic potential).

344



Living with High-Risk Systems

The result is not all that different from Column 1, but there are reorder-
ings and some clumps have formed.

The first four columns in Table 9.1 indicate a number of conclusions.
Dams have few or no system accidents, and even mismanagement is not
likely to produce them. They do have component failure accidents, how-
ever, and catastrophic potential (the large ones and the small ones with
radioactive wastes). If space missions have accidents, they are likely to
be system accidents rather than component failure accidents; this is be-
cause it is a well-run program and the system has many redundancies.
Space missions have little catastrophic potential, though. Mining has
little system accident potential, and little catastrophic potential even
from component failure accidents. Therefore, while it could be made
much safer for first-party victims, its net catastrophic potential remains
small. Marine transportation of toxic and explosive materials is inher-
ently but modestly prone to system accidents; this potentiality is in-
‘creased by poor management and regulation. We must add to that the
moderate potential for component failure accidents, and the net result is
a strong showing on risk. .

The petrochemical industry is moderate on all counts; as with marine
transport, there is room to improve the system, and reduce the risk. The
airways (largely air traffic control) have managed to reduce coupling and
complexity, and because of extensive backups and possibilities for de-
coupling, component failure accidents with catastrophic consequences
are less frequent than system accidents. The airways system, then, is
doing well. Flying, however, has substantial system accident potential,
even though it is not increased by poor management. Component failure
accidents are not common because of the extensive redundancy and safety-
consciousness of aircraft builders and the skill of pilots. It is in the mid-
dle with regard to the net catastrophic potential, and probably always
will have about that much potential because new technological innova-
tions only seem to push the speeds higher and increase the flying in bad
weather and crowded skies.

DNA, nuclear power, and nuclear weapons remain at the high risk end
throughout. DNA’s net potential, however, is substantially due to the
lack of regulation, and lack of safeguards in production that we hypothe-
size exist. Genetic engineering could be made substantially safer. Note
that it is not expected to have major component failure accidents, nor is
the nuclear power industry. The reasons were different. With recombi-
nant DNA, the failure of any step along the way will signal trouble and
result in termination; it is the unexpected result of a nearly successful
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series of steps that is most likely to be dangerous. With nuclear power,
though there are many component failures, there already are extensive
backup devices and defense in depth, such as the possibility of scram.
While DNA could be made safer, it is unlikely that nuclear power could
be. I suspect that this is even more true of nuclear weapons accidents.
Unfortunately, component failure accidents with nuclear weapons could
be catastrophic. Unlike the military early warning system (not included
in this analysis), which has some degree of loose coupling that protects it
from component failures, a Titan missile can literally go off with the
drop of a workman’s wrench and possibly release plutonium. Though
unverified, I was told of a slip in a maintenance step that sent an armed
missile into Canada. As described, it was not a complicated accident at
all, but rather, akin to what one might expect in industry in general.
Thus, this system appears to have the ultimate catastrophic potential,
with a high probability of both types of accidents and of the release of
lethal substances.

Do we need these systems? Given the risks, what are the benefits?
What are the costs of alternative means of getting the output of these
systems? Here even more subjective estimates are made, presented in
Column 5. I assume that air travel cannot be substantially reduced and
high-speed ground travel is not practical over distances of roughly 300
miles. Enormous investments in rail transport would be needed to make
it safe and sufficient to compete with air transport even for short dis-
tances. Yet in marine transport, there is no overwhelming need to trans-
port deadly poisons or explosives such as LNG long distances through
winter storms in unsafe and poorly designed ships operated for private
profit. The world economy and the economy of individual countries
would not suffer if the poisons and ¢xplosives were not transported at all,
or in small quantities in super-safe containers aboard specially designed
and run ships. The cost of transport might double, but that is a trivial
matter compared to the cost to the ecosystem. Such reductions in risk are
not feasible for the chemical and mining industries. Our economy and
our lifestyle is built around these industries; while some substitutions are
possible, not many are likely.

We could move housing out of the flood plains and use the plains for
agricultural activities only, avoiding the need for dams. This could be
done in many cases, but not all, and we have to consider the “sunk
costs” already in place. Moving Los Angeles (a giant flood plain) would
be impossible. And dams generate electricity as well as protect flood
plains—another reason we are unlikely to give up dams.

The question of nuclear weapons cannot be sensibly discussed in a
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paragraph or even a chapter. I have simply followed those who call for
extensive, unilateral disarmament of ballistic nuclear weapons and nu-
clear missiles. I do not see the Soviet threat as all the administrations
have since World War II, and thus I think the benefits from abandoning
strategic nuclear weapons (and tactical ones too, though that is not at
issue here) would be enormous in terms of reducing international ten-
sion, improving the economy, and halting the drain of a quarter or even
half of our scientific talent from the civilian economy.

The case for abandoning nuclear power strikes me as very strong.
There are two pitfalls. First, the government has allowed utilities build-
ing nuclear power plants to count as profits during the building years the
expected profits that will come after the plant opens. This is called Al-
lowance for Funds Used During Construction, and shows up in the reve-
nue side of the annual financial report. At times, this figure is as much as
half or more of the profit in that year, and is paid out in the form of
dividends to stockholders and bonuses to management. Were we to close
down all construction and abandon these projects, not only would bil-
lions go down the drain, but some utilities might be literally and techni-
cally bankrupt. The effect upon those rich enough to invest in the stock-
market, and the effect upon union and other pension funds would be
extensive. The effect upon the stock market as a whole and thus our
economy and the free world economy could be serious. If it occurred
during a shaky time of defaulted loans to poor countries or of high unem-
ployment, the interaction of failures could produce a subsystem or sys-
tem accident in this and even other economies. Still, that might be better
than a nuclear accident that contaminates a populated area of the earth.

The second problem is that of capacity and distribution. Nuclear en-
ergy produces only around 11 to 12 percent of our electrical energy. Were
it to disappear, some industries and other heavy users of electricity could
convert to nonelectrical energy (such as fluidized beds using coal and
scrubbers), but most could not. The problem is transmission over long
distances. Chicago, the Carolinas, and parts of the Northeast would need
electricity from the West, Southwest, and the northeastern Canadian
provinces. Recent hydroelectric capacity in Canada and the exploitation
of vast natural gas fields offshore would substantially reduce the shortage
in some northeastern states, but would not eliminate it. Efficient trans-
mission to Chicago from the Pacific Northwest is not in place, though it
is technically possible. Though we have excess electrical generating ca-
pacity (one reason for the cancellation of nuclear plant construction), the
excess is not always in the time and place that makes its use feasible. I
am sure there are some who argue the conversion back to non-nuclear power
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can be done without much cost or effort, and others who deny this. I will
just leave it as one of the two major problems with closing all nuclear
plants. Should that possibility suddenly become attractive (if, for exam-
ple, another nuclear plant has all the safety systems fail as the Salem
plant did during 1983, and it is also running full-tilt and has a LOCA), I
suspect we could cope with the capacity and transmission problem. We
might begin planning for it now; I would expect a worse accident than
TMI in ten years—one that will kill and contaminate.

Even considering those two problems, neither of which would have
results as disastrous as a major release of radioactive materials, the case
for shutting down all nuclear plants in the United States seems to be
clear. There will be more system accidents; according to my analysis,
there have to be. One or more will include a release of radioactive sub-
stances to the environment in quantities sufficient to kill many people,
irradiate others, and poison some acres of land. There is no organiza-
tional structure that we would or should tolerate that could prevent it.
None of our existing reactors has a design capable of preventing system
accidents. Perhaps a safe one will be discovered—loosely coupled and
linear—but I am doubtful. Were nuclear energy all that stood between us
and starvation, that could be another matter. It is not.

I place DNA near the middle because, on the one hand, we have done
well enough without it, but on the other, the potential benefits are said to
be enormous. I will give it a very considerable benefit of the doubt by
accepting some of the potential for good it is said to have. The benefits
advertised exceed the benefits from air transport, nuclear power, and
nuclear weapons. One hesitates to be optimistic, given the overly opti-
mistic predictions about nuclear power (eliminate want from the face of
the earth, for example), but the opportunities seem to be incredible for
food production, for energy saving, for disease control, for repairing ge-
netic defects, even for toxic waste disposal. The rapid abandonment of
minimal safeguards probably did not occur because of these potentials
for human life, but because of the prospect of immense profits and the
‘excitement of research and knowledge accumulation. Were the prospect
for human betterment the only driving force, we could go very slow and
very carefully; on the scale of humankind a couple of generations is
trivial. But the economic and scientific impulses are much more uncon-
trollable. Too many rewards for individual scientists and economic elites
are at stake. We will not go slow.

Should DNA be combined with biological warfare, the immense dan-
gers of the latter would be multiplied. There is a fair prospect that the
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FIGURE 9.3
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next world war will not be fought with nuclear weapons, but with biologi-
cal ones. Both the USSR and the United States are known to be develop-
ing these weapons. I am ignorant of the matter, but were Genetech or
Cetus (two leading DNA firms) to be found doing classified military
research, I would fear that we have put the second of the two ultimate
dangers to humankind into the same hands we have put the first—the
military. On a long string of worry beads this one has to be near the top.

When we take Column 4, the net catastrophic potential, and combine
"it with Column 5, an estimate of the cost of alternatives for these sys-
tems, we produce the array given in Figure 9.3. This constitutes the
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policy recommendation generated by our efforts in this book. It indicates
which systems are both highly risky and not essential, and thus could be
abandoned, and which that we would find it hard to do without, but that
have, fortunately, less catastrophic potential. Of course, everyone is priv-
ileged to dispute the placement of systems in Figure 9.3. DNA may be
such an incredible opportunity that it should be placed at the bottom
left-hand corner: very risky, but very tempting. Some nuclear addicts
argue that dams are much more dangerous than nuclear power plants,
and this chart clearly disagrees with that (as does the public). Still, the
chart in Figure 9.3 is at least explicit, and a convenient starting point for
public-expert debate.

It is not particularly surprising to call for an end to nuclear power and
nuclear weapons; many others are doing so. In fact, the nuclear power
industry is so threatened by its failures that its public relations campaign
has been stepped up even as I write this. The New York Times reported
on May 23, 1983, that the Federal Department of Energy has been spend-
ing about $2.5 million a year on “nuclear information” and will increase
its support to private groups such as the “Scientists and Engineers for
Secure Energy” which organizes campus forums, and in the interests of
“fairness” will not allow critics of nuclear energy to share the podium
with them. They are receiving $100,000 in 1983. The Virginia Electric
Power and Light utility, which we met in Chapter 2, contributed
$600,000 to a pro-nuclear information committee and is asking the state
regulatory committee to allow them to charge the ratepayers for it. Many
other utilities are allowed to pass on this expense. Suppliers, such as G.E.
and the Bechtel Corporation give handsomely, and the total industry
contributions will amount to $25 or $30 million. This suggests there is
something to our argument in this book; were nuclear power as safe as
the decal indicated at TMI Unit 1, this campaigning would all be
unnecessary.

The nuclear freeze movement seems to be spreading at the time of this
writing. However, in the field of genetic engineering, the biological lab-
oratories on campuses and in private industry have kept a very low
profile; we might hope this is because the extraordinary precautions that
are needed are being taken, but I have my doubts. There is nothing at all
that I know of going on with regard to improving or protesting the trans-
portation of toxic and explosive materials by sea; indeed, the same prob-
lem on land, one that we did not consider here, appears to be growing in
intensity.

Much can be done in all these systems to increase safety, but our
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record in each one has not been encouraging. I hope this book will re-
mind some of that record; it has been, after all, a dismal and dismaying
travelogue through the world of high-risk systems. At each turn, even in
the best of the industries, we found rampant attribution of operator error
to the neglect of errors by the Great Designers and the Centralized Man-
agers. We found organizations that could not carry the burden of error-
free operation, and sometimes seemed insensitive to the damage they did
or could do. We may be thankful for the regulatory agencies, but too
often they were shown to be ineffective, sometimes natteringly so, some-
times even criminally indifferent or co-conspirators.

But, important as these problems are, they were not the main point.
The main point of the book is to see these human constructions as sys-
tems, not as collections of individuals or representatives of ideologies.
From our opening accident with the coffeepot and job interview through
the exotics of space, weapons, and microbiology, the theme has been that
it is the way the parts fit together, interact, that is important. The danger-
ous accidents lie in the system, not in the components. The nature of the
transformation processes elude the capacities of any human system we
can tolerate in the case of nuclear power and weapons; the air transport |
system works well—diverse interests and technological changes support
one another; we may worry much about the DNA system with its unreg-
ulated reward structure, less about chemical plants; and though the pro-
cesses are less difficult and dangerous in mining and marine transport,
we find the system of each is an unfortunate concatenation of diverse
interests at cross-purposes.

These systems are human constructions, whether designed by engi-
neers and corporate presidents, or the result of unplanned, unwitting,
crescive, slowly evolving human attempts to cope. Either way they are
very resistant to change. Private privileges and profits make the planned
constructions resistant to change; layers upon layers of accommodations
and bargains that go by the name of tradition make the unplanned ones
unyielding. But they are human constructions, and humans can destruct
them or reconstruct them.

The catastrophes send us warning signals. This book has attempted to
decode these signals: abandon this, it is beyond your capabilities; rede-
sign this, regardless of short-run costs; regulate this, regardless of the
imperfections of regulation. But like the operators of TMI who could not
conceive of the worst—and thus could not see the disasters facing
them—we have misread these signals too often, reinterpreting them to fit
our preconceptions. Better training alone will not solve the problem, or
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more gadgets, or promises that it won’t happen gain. Worse yet, we may
accept the preconception that military superiority and private profits are
worth the risks. This book’s decoding asserts that the problems are not
with individual motives, individual errors, or even political ideologies.
The signals come from systems, technological, and economic. They are
systems that elites have constructed, and thus can be changed or
abandoned.
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LIST OF ACRONYMS

AFCS
ALARA
ASD
ASRS
ATC
BMEWS
BWR
CAS
CDTI
CPA
CRT
DEPOSE

ECCS
ESD
ESF
ETA'
FAA
HPI
ICBM
IMCO
INS
LER
LNG
LOCA

automatic flight control system

as low as reasonably achievable
automatic safety device

Air Safety Reporting System

Air Traffic Control

Ballistic Missile Early Warning System
boiling water reactor

collision avoidance system

cockpit display of traffic information
closest point of approach

cathode ray tube

design, equipment, procedures, operators, supplies and
materials, environment

emergency core cooling system
emergency safety device

engineered safety device

expected time of arrival

Federal Aviation Administration
high-pressure injection
Intercontinental Ballistic Missile
Intergovernmental Maritime Consultative Organization
inertial navigation system

licensee event report

liquefied natural gas

loss of coolant accident
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List of Acronyms

LPG liquified propane gas

MRIT marine radar interrogation transponder

NAS National Academy of Sciences

NIH National Institute of Health

NORAD North American Ac¢rospace Defense Command
NRC Nuclear Regulatory Commission

NTSB National Transporation Safety Board

OSHA Occupational Safety and Health Administration
PARCS Perimeter Aquisition Radar Attack Characterization
PORV pilot-operated relief valve

PRA probabilistic risk analysis

PWR pressurized water reactor

TCA terminal control area

T™I Three Mile Island

VEPCO Virginia Electric Power Company

VLCC very large crude carrier

VTS Vessel Traffic Services
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in, 200-201; catastrophic potential in, |88,
343-46; Chesapeake Bay collision (1978), 215-
18; complex interaction in, 73-74, 77, 96-97,
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struction problems in, 36-38, 60; core embrit-
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position to, 312, 326, 350; recovery from failure
in, 282; response system, 291, 292; risk assess-
ment theory and, 303; risk-benefit evaluation
of, 304, 344, 346-47, 350; self-activating envi-
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Grand Teton Dam disaster as, 233, 236; in
space missions, 26166, 270-71; see also Ma-
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sions in, 108-13

Petroleum industry, see Petrochemical plants

Pfizer, 294

Pharmaceutical plants, 331, 332; coupling in, 92,
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67; fatalities among, 126-27; in Orange County
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Plutonium: criticality accidents, 55-56; in
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sions, 275
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85, 86, 88, 89
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310-12; cognitive psychology and, see Decision
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324-28; risk assessment theory’s view of, 308~
9, 312, 314-16; social rationality of, 324
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Quality control, coupling and, 93
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tential of, 256, 258, 294, 343-46, 348-50; com-
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strategies for, 298-99; coupling in, 94, 293, 296,
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benefit evaluation of, 304, 344, 348-50; tech-
niques of, 296-97; transformation processes ir,
85

Recommendations, 304-5, 346-51
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Safety systems: accident-incident distinction and,
65; dangers of, 19, 21, 53, 221, 260, 269; “de-
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259-60; Apollo 13, 69, 271-81; catastrophic po-
tential of, 256, 260, 280, 343-45; centralization
vs. decentralization and, 261; complex interac-
tions in, 256-57, 278, 280; coupling in, 257,
260, 278, 280, 281; designer error and, 269-70;
Gemini flights, 259, 260; government oversight
of, 103; industry errors and, 258-61; Mercury,
19, 259, 266; military-political aspect of, 263-
64; operator error in, 256-57, 259-60, 266-69;
organization issues in, 261-66, 270-71, 281;
plutonium-related accidents, 260; production
pressure in, 275; Ranger flights, 260; recovery
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system accidents in, 257, 258, 261, 274-75,
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clear power fuel cycle and, 55-56; in nuclear
power plants, 46-50, 57-61, 100-102; in nuclear
weapons systems, 257; in petrochemical plants,
100-105, 107-8, 113, 122; in space missions,
257, 258, 261, 274-75, 277-78
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also Vapor cloud explosions

Toxic wastes: burial of, 254; at Love Canal, 254,
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